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SUPPLEMENTS TO THE MONTHLY WEATHER REVIEW 

During the summer of 1913 the issue of the system of publications of the Department of Agriculture was ch@g 
and simpwed so as to eliminate numerous independent series of bureau bulletins. In accordance with this P''; 
among other changes, the series of quarto bulletins-letters from A to h a n d  the octavo bulletins-numbered fro 
1 to 44-formerly issued by the U. S. Weather Bureau have come to their close. 

Contributions to meteorology such as would have formed bulletins are authorized to appear hereafter as s'& 
plements of the MONTHLY WEATHER REVIEW. (Memorandum from the Office of the Assistant Secretary, Ma9 
1914.) 

These supplements comprise those more voluminous studies which appear to form permanent contribu 
to the science of meteorology and of weather forecasting, as well as important communications relating to the 0 
activities of the U. S. Weather Bureau. They ap ear at irregular intervals as occasion may demand, and con 

Owing to necessary economies in printing, and for other reasons, the edition of SUPPLEMENTS is much s a .  & 
than that of the MONTHLY WEATHER REVIEW. SUPPLEMENTS will be sent free of charge to cooperating meteorolof$b 
services and institutions and to. individuals and organizations cooperating with the bureau in the researches W &e 
form the subject of the respective supplements. Additional copies of thw SUPPLEMENT may be obtained from 
Superintendent of Documents, Washington, D. C., to whom remttances should be made. 

The price of this Supplement is 20 cents. 
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. E  -'?.erS season, since time immemorial, has illustrated the 
'dlndud farmer's dependence on weather. Society as a 
thole shares in this dependence, for widespread droughts 3 Capsed famine, great migrations, and other economi: 
pf 'Pcid change, especially where reserves of the means 
In existence were already slight and where sociFty was 
ft$$:ble of meeting the consequences of extensive crop 

lQ36?as demonstrated in the great droughts of 1934 and @uz the United States, that calamity can'be averted 
economic and social organization. But these 

thoughts also emphasized anew that scientific research 
U$ '? has failed to discover those natural laws that may 

the recurrence of drought, and to  formulate 
Pdhciples by which the time and the expmt of 

'o%ht and other reat changes in weather might be 
:?pp?ted. 1 t is wet  recog nized, however, that such laws 

PruclPles underlie many of the most fundamental fcb!Oms of agricultural prosperity and social welfare, in a w e d h e  as well as in the more distant future. 
d men, motivated by scientific curiosity and by the 
de"fl:,ki t ; d z p  basis for social action, have .en- 

means in accumulated meteorolowal 
records and other data, for forecasting weather beyond 

The Papers in this volume represent art of a research 
by funds appropriated gy the Bankhead- 

Ones Act Of 1935 to the Department of Agriculture "to 
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It is 

gelieved that contributions of the kind represented here 
will further the knowledge of laws and prmciples under- 
lying weather changes which present roblems that are 

The coo eration of meteorologists in the Weather 

and Harvard University has been most helpful in t e 
preparation of these reports. The research was organized 
and supervised by a committee consisting of Dr. C. H. 
Rossb of Massachusetts Institute of Technology, Mr. 
L. H. soan of the Office of the Secretary, Mr. L. F. Page 
and Dr. C. F. Sarle of the Bureau of Agricultural Eco- 
nomics. An editorial committee, consisting of D?. E. W. 
Woolard of the Weather Bureau, Dr. H. C. Wdlett of 
Massachusetts Institute of Technolog and Mr. L. I?. 
renewed the manuscripts. ghowledgment is also due 
others in the Weather Bureau and other institutions who 
have offered helpful suggestions. However, the authors 
of the separate papers must be considered solely responsi- 
ble for their conclusions. 

roblems of agriculture in its broadest aspects." 
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INTRODUCTION 

BY 

LARRY F. PAGE, Bureau of AgricuZturat Economics, United States Department of Agriculture 

The status of knowledge about long-ran e weather kinds as defined by Dr. J. Neyman-errors of accept@’ 

to mine. At one extreme there are those who c h m  that hypothesis. 
the problem has been almost or completely solved. Some In the class of periodicities are the many attempMbB, 
of these are charlatan?, but most of them are misled by find a relation between sunspot cycles and weather P.c& 
their desire. to believe 111 the systems the? haye developed nomena and, of course, studies involving astrono@ el 
and by then wilhngness and that of their fnends to pve  motions. Even where the field is thus limited, the olep0 e 
their forecasts the benefit of any doubt in verification. work necessary to test all of the many claims that ha‘ 
At the other extreme are those who have seen claim after been made would be tremendous. 
claim disproved, system after system fad under actual The appraisal was therefore mainly restricted,to tho’: 
forecasting conditions. They are convinced that there theories that include a meteorological hypothesls--;so’ 

time and effort spent on this field are wasted. They are In many cases these explanations had been arrived a!’ 
&s anxious to disbelieve in any system as others may be postenori, hence the conclusions were not so impr0sS1‘: 
to believe in it. as if an a priori hypothesis had been substantiated b l  

These subjective attitudes make evaluation of methods data available. 
difficult. But it is necessary to know what has been In several cases analyses of methods have bee? s!5 
done-whether the results are positive or negqtive-in plemented by verification of forecmts or of statlstsc 
order to take advantage of the years of work which have formulas. It should be pointed out that this is not so$ 
been spent on this problem. The papers published here clusive test of the theory. The veriiication series c @ , ~ ~  
are the result of an attempt to get an objective appraisal considered only as another sample of data, and tb? of 
of tbe value of certain approaches to long-range weather nificance of the result must be compared wlth the S”\b0 
forecasting. the sample. In the veiificntion, however, we have 8. 

The search for periodicities, the method of attack that equivalent of a test of an hypothesis; consequont’f 
has been most widely employed, has not been considered sample of a given size is more effective than in the 
bere, exFept in one case. To do this would reqyire a where the data are used to form the hypothesis. Ther0 3 
duphcation and, in many cases, an extension of the onginal further, a practical consideration, especially in the Cfis0be 
work. Furthermore, no method of determining the exist- negative verification. If public confidence would 
ence and significance of periodicities is universally ac- lost by a failure of foreqasts during a period as long as, 
cepted. A complete solution has not been obtained for sample verification period, then whatever the statis!$e 
problems of change of phnse,serial correlation, and freedpm significance of tho test, its practical implications shod 
of the form of the penodic curve, S a c i e n t  attentlon considered, 
hfts not been given to the avoidance of errors of both 

forecasting has always been somewhat dlft ic~ 7 t tP  deter- of a false hypothesis and errors of rejection of a true 

will never be successful long-range forecasting, and that physical axplanation that appeared to be at least raW Pal. 

tb 
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I. INTRODUCTION 

11. WORLD WEATHER STUDIES 

‘kp work on forecasting the monsoon rainfall 
com‘elstion methods Wnlker soon noticed that 

data from a large area tended to behave uniformly, both 
within the area and in relation to the surrounding areas. 
This led him to the conclusion that, even for forecasting 
local conditions, it was necessary to study conditions over 
the whole globe m a statistical manner. This he proceeded 
to do. 

1. Sunspots.-He first prepared three papers correlat- 
ing sunspots with rainfall, temperature, pressure (29, 30, 
31),. respoctively. The first of these he mtroduces mth 
a dlscussion of the evidence for a positive relationshi 
between sunspot numbers and the solar constant, whic 
he seems to consider quite favorable, but not con.clusive. 
He uses for the correlations the annual meteorologlcal ele- 
ments at  a number of stations over the world and the 
mean sunspot number for the contemporary year. The 
number of years ?f da!a.vanes great1 with the s!a,tions, 

each element are given m tabular form and are also 
plotted on a world chart. 

In the paper “Sunspots and Rainfall’’ he uses the data 
from 152 stations and also tho flood water in the Nile, the 
outflow in the Mississippi, the volume of !he Caspian Sea, 
the level of Lake Constance. In  conclusion he says: 
it would appear that  the coefficient * * * is not in general 
larger than would be produced by mere chance. * * * It is 
only where the coefficients over a region have some appreciable 
tendency toward uniformity that a real relationship may be con- 
cluded. The relationships seem real in the case of the Nile (0.16 
for 1749-1800 and 1825-1903, 0.24 for 1865-1912) and India (for 
individual stations the coefficients &re 0.2 or less); but perhaps t4e 
clearest case is South America, where below latitude 30° rainfall 18 
deficient where sunspots are numerous. 
(Santiago -0.20, 1853-1911; Cordoba -0.07, 26 years; 
Buenos Aires -0.20, 1861-1907; Pdotas -0.36, 1893- 
1907; Azo -0.19, 1858-1912; Punta Arenas -0.43, 
1888-1907). The pattern of positive and negative areas 
on the chart is to? complicated to be stated in a few 
words. He emphaslzes that the study should have been 
applied to homogenepus regions rather than to individual 
stations, but convenient data for regions were not avail- 
able; for temperature and pressure individual stations are 
more representative of the. surrounding .r?gions. It 
occurs to me that there is considerable possibdity for bias 
in the correlation coefficients as a result of the necessary 
c h e c e g  and subse.quent correction or omission of early 
unreliable data, as mdicated by the two values above for 
the Nile flood and by his tabulation of data a t  Cordoba 
for 1873-1907 although he uses only 26 of these years. 

In the paper “Sunspots and TemperatuTe” he uses 97 
stations. The resulting chart shows negative areas over 
most of the world, the only positive ones being the South 
Pacific Ocean (represented only by Auckland 0.27, 51 
years), art of the Indian Ocean (Seychellos 0.10, 1894- 
1913; &rnarvon 0.07 for 19 years), the Gulf of Mexico 
and Bermuda (Gdveston 0.18,1873-1912; Key West 0.11, 
1873-1912; Bermuda 0.17, 35 years), and a broken area 
extendm from northern Africa through S a b ,  France, 

highest negative correlation are India and southem China 
(-0.15 to -0.45), southeast Australia (-0.30 to -0.50)t 

E 

but for most station? It is. over 30. 4 he correlatlons for 

and the Ii ritish Isles to northern Siberia. *he repons of 
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Santiago (-0.38, 1861-1913) and Cordoba (-0.33, 1873- 
1913), and all of North America with the exception of 
Galveston (-0.05 to -0.35). 

He says: 
* * * i t  may be pointed out that  the paradpx in question (pre- 
vailing occurrence of lower temperature with increased sunspots) 
would be explained if the increase in wind due to increased radia- 
tion were to bring sufficient increase of humidity, cloud and rain 
Over land areas to send down the tempcrature at ground level, 
although the temperature would presumably be higher than usual 
in the upper air. If this interpretation be correct, other tropical or 
semitropical places in which we might look for a rise, or at any rate 
a diminished fall, of temperature would be in large desert regions 
to which damp air could not penetrate, and possibly in islands over 
which the air might be expected to be SO nearly saturated at all 
times that no increase of humidity would have any marked effect 
on the temperature. The only station above 10,000 feet in the 
tropics with a long series of reliable data known to me is Leh (36 
years) and there the correlation coefficient of + O . O l  is in marked 
contrast with those Of Agra and Calcutta, -0.43 and -0.44, re- 
spectively. In  relatively dry regions Denver (40 years) has a 
coefficient of -0.03, Alice Springs (35 years) one of -0.04 and 
Algiers (24 years) one of +0.13; while of small islands in the tropics, 
Seychelles (20 years) has 4-0.10 and Port Louis, Mauritius (38 
years) has -0.07, though St. Helena (16 years) has -0.17 and 
Honolulu (38 years) has -0.20. 

A feature to which attention has not hitherto been drawn, I 
believe, is the tendency in the polar regions of the Eurasian conti- 
nent towards higher temperatures at times of sunspot maxima. In 
the Southern Hemisphere the only station tabulated south of lati- 
tude 50’ is Punta Arenas (20 years), with a coefficient -0.02; and 
no long series of data is here available for any station south of 54’. 
But to the north of 63’ there are seven stations of which particu- 
lars are given in the following table: 

64 33 
63 7 
66 31 
65 55 
70 22 
69 13 
66 6 

Btation Number 
of years 

Correlatlon Latitude 1 coefficient 1 
0 ,  

In the paper “Sunspots and Pressure” he uses 91 sta- 
tions. His summary IS: 

It is a striking fact that  the region of negative coefficients extends 
from India over a considerable area, including northern Africa, east 
and south Africa, Arabia, Persia, Java, and Australia. Europe, 
except in its most southern districts, Siberia, the China coast and 
Japan appear to have positive coefficients. As might be expected 
from the opposition in pressure between the Argentine or Chile and 
India the coefficients in the former countries are strongly positive; 
and in the east coast districts of North America positive coefficients 
prevail, though in the west there is a tendency towards negative 
vaIues. In the Pacific (e. g., Honolulu and Wellington) the rela- 
tionship appears to be generally positive, but in the Atlantic there 
is a negative region including Iceland, Scotbnd, and the North 
Sea. 

A comparison of the chart with the corresponding chart in a pre- 
vious paper for sunspots and rainfall will bring out the general 
tendency for the pressure coefficients to be opposite in sign to rain- 
fall coefficients; and it may be inferred that the variations of pres- 
sure and rainfall are to a large extent dominated by the same cause, 
being to a comparatively small extent affected by variations of 
temperature. * * * 

Walker states that according to- Bruckner one would 
expect increased sola? radiation as iqdicate? by sunspots 
to cause an increase in the general circulption and hence 
an accentuation of the average pressure distribution. He 
finds partid verification for ths: negative sunspot-pres- 
sure correlation for Stykhsholm (-0.04, 63 years) and 
positive for Ponta Delgada (0.21,. 1894-1912) and Hono- 
lulu (0.25, 1883-1912), but negative valyes in the equa- 
torial region are found only in the Indian Ocean. The 
stations within 10’ of the Equator are Zanzibar (-0.46, 
1892-1913) ; Seychelles (0, 1895-1913) : Colombo (-0.38, 

1870-1913) ; Batavia (- 0.27,1866-1910.) Superimposed 
on this effect seems to be a tendency for negative foe’ tb0 

tb0 cients in the Eastern Hemisphere and positive ones la 
Western, which is in accord with his later concept of 
southern oscillation. 

Unfortunately there are large regions of the earth ‘3 
which Walker has no stations, for instance none s0ytb 
63’ S. in the Eastern Hemisphere and, except for ralnf”l’ 
none south of Honolulu between Auckland and puDt5 Arenas. He repeatedly mentions an0 ther httndice;p)Orld that 
he has used only annual values. 
Weather I” (36) he gives some seasonal and m O ~ r O v O  

correlations, which however do not appreciably le 
the cause of sunspots. 
of correlations between monthly Indian temperature 
sunspots for 1876-1906: 

tblY In chapter I of 

Of interest is the followmg tab 

It will be noticed that in India the negative values 
greatly reduced during the hot weather. In  the co?G1‘ 
ing chapter IV of the same paper he states his opifloD’ 
that variations of world-weather tend to occur in a definite I.sD$ 
i. e., to be associated with definite swayings or surges of P‘efbefO 
and that changes in solar conditions tend to favour or check 
weather changed; such oscillations if they had been strictly Pe$a 
might have been regarded as forced oscillations of a type 
sponding to the natural weather oscillations of the atmosPbere* 

Walker’s conclusion that sunspot numbers play 8 dd’ $1 
nite but very minor direct role in yearly or sea9°%~ 
weather seems to me the correct one. 
means exhausts the possibilities of the sunspot approac$, 
It may be, as some authors believe, that the total sUDs2 
number is not the measure most closely connected $2 
the weather. Again, it may be that the time d&i; 
change of suncpot numbers is t.he important factor. 
seems especially likely if the physical connection is thr$$ 
changes III total solar radiation. For we know that 
tions in total solar radiation from normal rarely 
to more than 1 percent, while seasonal weather devl:flo& 
amount to much more, so that solar radiation could of 
the. Fhapges m weather only through a disturba@& 
equlllbrium. Again, if Walker’s picture of a naturalr$& 
lation-of the atmosphere receiving impulses via sob .  of 
ation E. correct, the effect of an impulse in increasag 

of the oscdlatlon at the time the impulse arrives. so15f Wa!ker also attempts to make use of Abbot’$ deb@ 
radiation values in his correlations, but since he ha .& 
for only 15 years it does not seem worth while to d 

tUdieg his results. 
Nothing further need be said concerning his S 

relating to sunsppts, for he does not later arrive at@). 

df conclusions m tohis respect. In  fact, he later states 
so we are led to the view that the southern oscillation $t$ 

expresses a natural oscillation or system of surges in the g 
circulation. * If this is granted we suppose that @de 
crease in the number of sunspots or of solar radiation ~ l ~ ~ , $ r f e d  
sl~ghtly the general circulation and so bring about the 

1s’ relationships with sunspot numbers. 
Sunspots are briefly discussed in “World Weatho r 1’8 11 

(50) and in “World Weather IV” (59), c o n f i r r n ~ g $ @  
statements. 

hbO states : 
id 6 The relationship of an increase in sunspots with a d e c r ~ a s ~ & ‘  

But he bl’ 

decreasmg the. amplitude will depend entirely on the P b@6 

* * 

In  “World Weather V” (61) Walker 

general circulation in the North Atlantic and North Pacific 



n?teWorthy, and warns us against overconfident inferences re- 
gard’% solar activity. 
B~ a brief note (68) he offers objections to C. E. P. 

‘Oo1<S’. physical explanation, and to the reality, of the 
of 0.87 between sunspot numbers and the level 

Of Lake Victoria, 1896-1921, and extends the data to 1935. 
2* Early papers on the relationship between. seasonal 

loeathfr of cliflerent regions.-ye now go on to discuss the 
Qa!erlal which is contained u1 I, 11, 111, V of his papers 
entltled “World Weatlier.” (“World Weather IV” will e b 

I1 of the first of these (36) gives the inter- 
CoPPelatlons of 17 centers of action, 15 .bein(. - pressure 
p t e r s  and the other 2 being India Peninsula (June to 
tepte?ber) and Java (October to February) ram. A 
“le b r  each center gives its correlations in the two 

‘‘artem, December to February and June to August, 2: all other centers two quarters before, contemporay, 
b * quarters after. Ea.& table is accompanied by, a 
f$f discussion; there are small additional tables of ram- 

and snowfall correlations, and under “General 

thePerhapS the most striking feature of the pressure correlations is 
h p P e r a t l o n  of the group Azores, Charleston, Honolulu (June 
rain ‘Igust), Samoa, South America (June to August), and Peninsula 

On the one hand, and of the group Iceland, Central Siberia, 
OrthW@6t India, Port Darwin, Mauritius, and southeast Australia 

On the Other; members of the groups have positive contemporary 
cobelation coefficients with each other and negative with those of 
the‘other group. We can perhaps best sum up the situation by 

there is a swaying of pressure on a big scale backwards !ld forwards between the Pacific Ocean and the Indian Ocean, and 
ere are Swayings, on a much smaller scale, between the Azores %:&&$,$ b;tw;fen the areas of high and low pressure in the 

for 111, “Temperature variations,” gives tables 
co$e2mber of localities of temperature correlated with 
and Porary and previous pressure at  the same place, 
high Other tables. Walker finds no temperatures having 

Correlation with subsequent weather,‘ so he con- cludes kl that “it is pressure which controls temperature.” 
he regard to the Benguela Current flowing northward 
“ the Southern west coast of Africa, he finds the small p‘clents for 17 years between Cape Town temperature ternbe, to E”eb&ary with St. Helena temperature of 

Same quarter of 0.04, one quarter later of 0.26, two hers later of 0.18. He also discusses conditions in 
i 2 u t h  Orlmeys, but has data for at most 14 years, 

Bhips :!%)ter IV, “Physical interpretation of the relation- 
B o Q , ~ ’  ? a k r  discusses, among other things, Hildebrands-  fro^ ’leW that “the types of season were propagated 

Since for 11 years the 
Pelatlon between June to August South Orlaeys 
(Qperature and pun ta Galena (Chile, 40’s.) pressure 1s 

45’ he concluded that the eastward current would be 
and would carry lower pressure when South 
Pressure is high. This would explain the supposed 

~ ~ ~ $ ~ ~ s ? ? $ g a t i o n  of a reversed wave in about 6 

in the chapter on forecasting.) 

‘eQ‘rksJ, he says: 

to east like waves.” 

lcated bv the coefficients: 

3 

the isolated - 0.42 he considers accidental. The correla- 
tions between Cape Town and Mauritius ?re p r y  small. 
“It seems that the antarctic influence arrives dlrectly at 
Mauritius, not across Cape Town.” The coefficlents 
between southeast Australia (Brisbme, Adelaide, Alice 
Springs) pressure June to August and Mauritius pressure 
-2, -1, 0, 1, 2 quarterslater are -0.02, 0.30, 0.43, 0.04, 
0.17 (1876-1921); “the movement here also appears to 
occur eastwards and to take 1 or 2 months.” The relations 
in the Pacific are even less clear. June to August pressure 
in South America has a coefficient of 0.48 with Samoa 

ressure two quarters later, and southeast Australia and 
barwin December to February respectively have coeE- 
cients of -0.41 and -0.62 with Samoa one quarter 
earlier (all for 1890-1910), which indicate a westward 
propagation of some sort from South America. Of course, 
it is impossible to determine whether these waves move 
along the middle latitudes where the stations are located 
or by the shorter route through the antarctic. 

The coefficients tabulated in “World Weather 11” (39) 
extend and largely replace those of “World Weather I.” 
St. Helena and South Orkneys were dropped, and the 
pressures at Vienna, San Francisco, Tokyo, Cairo, and 
temperature at  Dutch Harbor were added. Tables for 
each center for each of the four quarters give its correla- 
tions with all others -2, -1, 0, 1, 2 quarters later. 
Each table is accompanied by a brief discussion of the 
reality of the coefficients, based largely on the statistical 
tests. Thus the first table shows that Iceland pressure 
(Styklcisholm) December to February has six contem- 
porary coefficients greater than the probable largest, 0.31, 
for the 16 centers with records of 36 years or more. These 
are central Siberia (Irkutsk and Eniseisk) 0.34, Vienna 
-0.52, Azores (Ponta Delgada) -0.54, Charleston -0.32, 
Tokyo -0.38, Cairo -0.42. “There are 3 exceeding 0.4 
and the probability of this owing to pure chance is only 
0.0003; also the probability that chance would produce 
the two exceeding 0.5 is only 11 in 100,000.” 

3. The three oscillations.-In “World Weather 11” 
Walker first gives names to his three oscillations, and in 
chapter I11 discusses the two northern ones. 

North Atlantic oscillation.-To the mechanism of the oscillations 
in the North Atlantic considerable attention has been devotcd by 
Pettersson, Meinardus, Hildebrrtndsson, Helland-Hansen, Nansen, 
and others, and i t  is generally recognized that an accentuated pres- 
sure difference between the Azores and Iceland in autumn and 
winter is associated with a strong circulation of winds in the Atlantic, 
a strong Gulf Stream, high temperatures in winter and spring in 
Scandinavia and the east coast of the United States, and with lower 
temperatures in the east coast of Canada and the west of Greenland. 

The correlation coefficient of Iceland (Stykkisholm) winter 
pressure with that of Vardo (1875-1920) accordingly proves to be 
$0.44, and with contemporary Vardo temperature -0.B4; with 
contemporary winter temperature in the eastern coast of the 
United States (Charleston+ Washington) the coefficient is -0.42, 
that of the following spring, -0.18 and of summer, +0.16. The 
coefficient of Iceland pressure, September to February, with con- 
temporary temperature at Vardo is -0.58, and with the quantity 
of ice a t  Newfoundland next spring and summer, as given by 
Meinardus, is -0.72. * * * 

The statement regarding the Gulf Stream is later re- 
peated (51). They are at present debated questions as 
to whether the southwest winds appreciably affect the 
Gulf Stream, as to whether the strength of the Stream 
appreciably affects ocean temperatures, and as to whether 
the latter appreciably affects European air temperatures. 
Thus G.  C. Simpson ((61), Discussion) “did not think 
that the high temperatures in Scandinavia were due to 
the warm sea water brought by southwest wmds- The 
relatively high temperature in Scandipavla was due to 
an increased frequency of southwest n d s  and had httle 
to do with the temperature of the sea water-” 
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In discussing the inff uence of ice, Walker gives a favor- 
able review of Wiese’s work. Walker finds coefficients 
of 0.28 and -0.46 between the amount of ice in the 
Greenland Sea (April to July) and pressures in the sub- 
sequent autumn at Vardo and Vienna. Wiese showed 
“that in summer and autumn an excess of ice drives the 
cyclonic tracks in Europe southward and affects the 
temperature and rainfall.” 

At this point it is well to insert mention of a later 
paper (45) in which Walker reviews Wiese’s work and 
finds that some of the latter’? basic coefficients do not 

ersist. Thus in regard to Wiese’s coefficient of -0.44 
getween South Orlcneys temperature and Barents Sea ice 
for 10 years, Walker finds for June to August 1903-23 
only 0.02 (coefficients tabulated in (50)). In  general 
Walker’s studies indicate no connection between the 
Arctic and the Antarctic. Walker further notes that the 
correlations of 0.25, 0.44, 0.31, between Grimsey temper- 
ature March to May and the PolIowing December to Febru- 
ary temperatures ,zt Berlin, Kristiansund, Vardo 1882-3 to 
1918-9 (except 1896), which are similar to Wiese’s, are 
reduced to 0.0, 0.08, 0.10 by including 1880 and 1881, 
“the latter being a phenomenally cold year a t  Grimsey.” 
“It would be unwise to accept without further examha- 
tion Wiqse’s conclusions that variations in Barents ice end 
of ram m the equatorial regions are determined by the 
same variations 111 the general circulation.” “It would 
appear that conditions in the Barents Sea are of impor- 
tance in a fairly large region of the Northern Hemisphere: 
and their usefulness is greatly enhanced by their persist- 
ence. My calculations show a correlation coefficient of 
0.84 (0.86 1895-1925 given in (50)) of June to August 
ice with that of April and May of the same year, of 0.60 
with that of June to August ice of the previous year, and 
of 0.44 with Greenland ice of the following year.” 

North Pmi& oscillation.-This is similar to that of the 
North Atlantic, according to Walker, consisting essm- 
tially of an opposition between pressures in the Aleutian 
LOW and in the North Pacific HIGH as represented by 
Alaska and Honolulu respectively. Unfortunately there 
is no station near the center of the HIGH, Honolulu being 
on the western edge in winter and on the southern edge 
in summer. Likewise there was no series of pressure data 
near the center of the Aleutian LOW, the Alaska group 
being made up of broken series from Juneau, Atlin, Sitka. 
Dutch Harbor temperature, however, has a, close correla- 
tion with pressure m the region because subnormal pres- 
sure accompanies abnormal northerly winds in the rear 
of the LOW, lowering the temperatures. The coefficients 
with Alaska pressure are: December to February, 0.68; 
March to May, 0.48; June to August, 0.12; September to 
November, 0 (18-19 years); the low values in summer 
and fall are without significance because the LOW fiUs up 
in summer. 

In  regard to North American conditions associated with 
this oscillation he states tshat we should “expect opposition 
between winter temperatures a t  Dutch Harbor and at  
Victoria, British Columbia on the eustern side of fhf3 d e  
pression: for the years 1892-1919 in which some Esqui- 
malt data are included the coefficient is -0.06, but for 
1903-19 it is -0.40.” 

In  order to verify the interpretation placed on the data of the 
North Pacific I have verified In terms Of them the conclusions 
reached by Henry regarding rainfall in the North Pacific Coast 
States. I find a, coefficient Of -0.54 between that rainfall and 
the December to February pressure at Alaska, while with Dutch 
Harbor for this period the. relationship is -0.24; with Alaska 
pressure in autumn the relationship is -0.20. I have also verified 
that indicated by Stupart there iP n relation between the winter 

the 

He discusses in considerable detail the work of O b d a  

pressure at Alaska and the winter temperature at Winnipeg, 
coefficient being -0.54. 

on Jqmnesc conditions. 
This oscillation differs from the North Atlantic 

tion because, for on0 thing, ice is here an unbnport?’” 
factor. Walkcr quotes Krummel as saving that c(Bellrulg 
Straits form no exit, gate for polar ice formations, and 
heavy ice is limited to the northerly portion of the BeUlDg 
Sea.” 

Southern oscillation.-In introducing chap her IV  flfilke! 
states: “By the southern oscillo,tion is implied the tQnd 
uncy of pressurc ah stations in t<he Pacific (Sun Fr,1.nclSc~{ 
Tokyo, Honolulu, Samoa., and South America) , and,lia 
rainfall in India and Java (presumably also in Au$r of 
and Abyssinia) to increase, while pressure in the region. 
the Indinn Ocean (Cairo, northwest India, Port DO‘YI 
h4 auritius, southeast Australia,, and the cape) decrease$ 
Most of the large coefficients for pressure in 
America (the three stations “lie approximately o D , ~ ~ ~ ~  
axis of the high pressure belt”) occur in the qUFVitb 
J-A, there being six with contemporary, and nine 
subsequent, conditions elsewhere which are greater tbun 
“the probable largest.” IR this “important winter p@$ 
there are no stations where previous conditions con b 
South America.” 
America in its winter is either one of the original contro! 
or is connected directly with one of the original controltic 
This leads to an interesting discussion involving Antfirc 
weather and ice conditions. 

Along the coast line easterly winds prevail which set up 
ward current, and a glance at a modern map of the An. 00 
Continent will show that any ice borne by this current $l{rev 
reaching Graham’s Land, be thrown right off in a northerly urrefit 
tion and be carried off toward the east by the eaqterly C 
which flows round the world in the latitudes 40” to G O O ;  fi C T $ i  
amount of ice map at times be thrown off a t  170” E. by the WEe&‘ 
boundary of the Ross Sea, but the shape of the coast is no: 
so a-ell adapted for the purpose as that at GO” W.: * * of $bo * * * The view that Graham’s Land throws off many 
icebergs is sppported by an examination of their most nort$$ 
limit, which is further north (35’ S.) in the vicinity of the caP ,& 
elsewhere in the southern seas; and this feature also character 

The outstanding feature of the preseure distribution 0f ,rf i~9 
Antarctic is that, as in the Northern Hemisphere there areio t,hi 
of low pressure in the North Atlantic and North Pacific, SO an, 
southern region we have them in the Ross Sea, the Weddell Sea d 
the Bellinashausen Sea (to the east and west of Graham’s l”$; 
and just as the Artic ice is carried round Greenland and$tl$ 
Labrador into the Atlantic near Newfoundland, but finds no 
through the Behring Straits, BO the Antarctic is thrown OBt i o  
Graham’s Land into the southern Atlantic, but apparently d f l f d  
any continuous stream elsewhere, such escape into the easbebl! 
current as occurs a t  other parts of the coast line being Pr? hht’ 
spasmodic and caused by local disturbances. Also just as&$ 
North Atlantic there is a pressure opposition between the 
and Iceland, the strengthening of which increases the ice 
the Lrtbrador curront, so in the south Atlantic, a~ Mossmfi”’ 0 
portant studies have made clear, there is an opposition bet%@ 
the high pressure belt across Chile and the Argcntine on 
hand, and the low pressure areas of the Weddell Sea and the 
lingshausen Sea on the other. 

“The natural inference is that SOut 

NeJh 

pack ice, though probably not to so great an extent. the 

as 
When discussing the climate of Chide in 1911 Iv10s5@ 

If the high-pressure belt is far south, as in the winters Of * w* 
1008, 1909, and 1910, then there is a marked decrease in t h e  ”’t if 
rains all along the littoral between latitudes 30” and 45” s.1 %h$ 
the Graham’s Land lobe of the Antarctic anticyclonc extends 
Wards,, as in+ the winters of 1902 and 1904, then the the5$bg’ 
cyclonic activity also spreads northward, bringing hcaVJ’ err 
strong north and northwest winds, much cloud and hitzl; tey$$ 
ture between latitudes 30” and 4 5 O  S. With these condition' ke 
at the southern cxtrcmity of the comt are light with,a @$i@” 
southerly component, temperature is low, pressure relat1vdf 
and rainfall much under the seasonal normal. 

said: 1903, 
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* “In such years as 1903, 100g-10, when the Pacific anticyclone 
Is far South, a very steep gradient for NW. winds is set UP south of tbout lat. 4 5 O .  These winds blowing with gale force for weeks 
*Ogether bring much rainfall and foul weather over an area strztch- 
lng 

further finds that (‘in general a southward move- 
‘lleQt of the storm track is associated with 0: produced by 
an accentuation of the high pressure conditions m South 
berica.1) 

Be derived certain results from pressure and ice data 
frolo the Antarctic, but the data are so sparse that it does 

 see^ worth while to reproduce the discussion here. 
It might be mentioned here that the rudiments of the 

oscillation were first discovered by K. H. Hilde- 
p d s s o n  and later confirmed by Norman Lockyer and 

4. purther correlations of quurterly pressure and temper- 
etc.-‘‘World Weather 111” (50) consists of 8 pages 

Of ascussion and 27 pages of tables of correlation coeffi- 
Table V provides an extension of the tables in 
Weather 11.’) The relationships for Samoa 

@Ye are recomputed with 36 years data available, 
&nzl!ar pressure is added, and Wellington prfssure is substituted for southeast Australia The follomng tem- 

perature centers are added: North America (Winnipe , 2 Louis, St. Paul), Siberia (Surgut, Irkutsk, Tomsk 5 
onO1dU, Batavia, St. Helena, Mauritius, Samoa, Cap: p“, South Orkneys. Further additions are the Nde 

Ood and the ice in Barents Sea (in April and May and 

4aQed centers a table shows the correlations m t h  the 
Other new centers as well as with the old ones, the arrange- 
‘ent b?ing exactly as in “World Weather 11.” The new 
co4e1at10ns with South America are referred to the mean 3 cordoba and Santiago only. The table for South $$% temperature (1903-23) includes some coefficients 
Th Conditions elsewhere three and four quarters later. 

e total number of centers now available for study 1s 32. Tab!e QI v and the ones in “World Weather 11” are sum- 
e<yed in ICs table I which gives for each center and-for 

quarter the number of coefficients. with precedmg, 
C04teaPoraq, and succeeding conditions whch are 
greater than the probable largest, as well as the total for 

ais table VI gives for each center and each 
the correlation with sunspots of the contem orary 

??! were computeJ but the subject IS covered later 
lh Weather V.” 
tbThe largest total numbers of coefficients, greater than 
8; Probable largest, listed in table I are: Darwin pressure, 

’ Batavia temperature, 78; Samoa temperature, 70; ~~~~~~~~~$ pressure (Lahore, Karach), 54 ; Zanzibar 
, and Wellington pressure only 4, and South 

Qrkneys 39 temperatu re only 2, each out of a possible 581. 
!tee has 31 out of a possible 145, and Barents Sea 

7 out of 289. While these figures give a rough 
14d1cat10n of the extent to which conditions a t  the various 
Ce‘t‘?s depend on world weather rather than just local 
%dltio% i t  should be remembered that the centers are 
Q distributed over the earth. Thus for Darwin 

!Oca1 conditions would be expected to give high 
?‘@lat10ns with Batavin t4em erature (which accounts 

ph h numbers of coefficients listed in table I for centers 
{lqc?Q the United States are Iceland pressure, 17; 
Qgc0 Prossure, 8; Charleston pressure, 22; San I;”ran- 

presmq 24 ; Honolulu pressure, 3 1 ; Dutch Harbor 
tg41peratU%, 5 ;  North A merica temperature, 27 ; Honolulu 

north of Evangelists Islands to the South Shetlands. 

J- 5. Lockyer (51). 

’% to August, 1895-1925). For each of the-above- 

quarter Unfortunate1 he does not explain how ta !I les 11 

~ ~ ~ $ ~ ~ ; 8 7 )  and perhaps wit g northwest India pressure 

1~1484-4~-2 

temperature, 12. Of these the following may be of 
particular interest. 

Alaska pressure December to February has coefficients 
of 0.64 (21 years) with Cape Town pressure of the previous 
quarter; 0.62 (18 years) with Dutch Harbor temperature 
of the previous quarter; and 0.66 (22 years) with India 
monsoon rainfall the previous summer. In the quarter 
September to November it has -0.54 (23 years) with 
itself two quarters before and -0.56 (19 years) with 
Dutch Harbor temperature two quarters before. 

Charleston pressure December to February has -0.36 
(1876-1915) with central Siberia pressure two quarters 
before; -0.42 (1875-1919) with northwest India pressure 
the previous quarter, and -0.50 (1882-1919) with Darwin 
pressure the previous uarter. In  March to May it has 

quarter; 0.36 (1883-1920) with Tokyo pressure the pre- 
vious quarter, and -0.44 (1875-1919) with Mauritius 
pressure the previous quarter. I n  June to August it has 
0.38 (1875-1919) with Azores pressure the previous quar- 
ter; 0.52 (1875-1921) with itself the previous quarter; 0.40 
with San Francisco pressure two quarters before, and 0.36 
with Tokyo pressure two uarters before. 

San Francisco pressure 8ecember to February has 0.44 
(1875-1921) with itself the previous quarter and -0.42 
(1876-1921) with southeast Australia pressure the pre- 
vipus uartor. In March to May it has 0.48 (1875-1921) 
m t h  8 harleston pressure two quarters before; 0.38 and 
0.36 with itself one and two quarters before; -0.50 and 
-0.48 (1875-1921) with northwest India pressure one 
and two quarters before; -0.40 with southeast Australia 
pressure the previous quarter, and -0.36 (1875-1921) 
with Cape Town pressure two quarters before. I n  June 
to August it has -0.46 (1876-1915) with central Siberia 
pressure two quarters before; 0.42 with Charleston pres- 
sure the previous quarter; 0.44 with itself. the previous 

-0.38 (36 years) with Mamtius pressure 
t qhuarter, e prevlous -and quarter. In September to November It has 
0.36 with itself the revious quarter; 0.36 and 0.40 (1883- 

fore; -0.38 mth  Mauritius pressure two quarters before, 
and -0.40 with southeast Australia pressure two quarters 
before. 

Dutch Harbor temperature December to February has 
0.36 (36 years) m t h  Cape Town pressure the provious 

In  March to May It has 0.36 (30 years) with 
Xarwin pressure th? prevlous quarter, and 0.42 (36 years) 
with itself the prevlous quarter. 

North Amenca .temperature December to February has 
0.40 (50 years) with Mauritius pressure two quarters be- 
fore; 0.54 (51 years) with Batavia temperature the pr9- 
vious quprter; -0.46 (50 years) with India Peninsula ram 
the revious summer, and -0.40 (52 years) with the Nile 

it has 0.44 (52 years) with Cairo pressure two quarters 
before; 0.46 and U.42 with Batavia teinporature one and 
two quarters before; 0.50 (1890-1925) m t h  Samoa tem- 
perature two quarters before, and -0.40 with the Nile 
flood the revious summer. The temperature of North 
America “ias moderately close relationships in autumn 
and winter; in fact, it has moderately close relationships 
with all three oscillations. In general, temperatures are 
‘passive’ rather than ‘active,’ and are suitable rather for 
being foreqasted than for forecasting conditions elsewhere; 
but Battlvia and Samoa have a good number of relations 
m t h  subsequent weather.” 

0.44 (1875-1921) with 8 an Francisco pressure the previous 

1921) with Hvnolu P u pTessure one and two quarters be- 

uarter. 

floo a, the previous summer. In  September to November 

Regarding the physical explanation of the southern qscillation 
there has been little confirmation of the suggestlon made in “world 
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Weather, I.” (p. 126), that Antarctic conditions might play an im- 
portant part through the quantity of ice flowing in the southern 
winter past the South Orkneys, and, in particular, that winters of 
abundant ice would be followed by low temperature and high pres- 
sure at the cape next summer. The coefficient Of winter tempera- 
ture at the South Orkneys with next summer’s pressure at the cape 
is only -0.30, and with temperature there at that time only +0.24, 
the latter becoming 0.34 in the following autumn, and 0.56 in the 
succeeding winter. While, therefore, there is some indication of a 
sea-current from the South Orkneys towards the cape, i t  does not 
appear to exercise any marked control over pressure there, or over 
the southern oscillation as a whole. Most control over subsequent 
quarterly conditions is exercised by autumn pressure in northwest 
India, winter and spring pressure at Port Darwin, winter pressure 
in South America, the monsoon rainfall of the India Peninsula and 
the Nile floods; and this is more suggestive ?f a general increase of 
circulation than of control from any one region. 

In discussing the North Atlantic oscillation Walker 
says: 

Attention has been drawn by Wiese to the importance of ice in 
the Barents Sea, and data have been compiled for April and May, 
as well as for June to August, at which time the ice is disappearing. 
Ice in the former period has, with Azores winter pressure, a coefficient 
of -0.76, while the closest quarterly relationship between pres- 
sures at Iceland and the Azores is -0.60 in spring. 

The rest of the discussion is largely in confirmation of 
his previous results. 

In  a short paper (57), Walker menGons a coefficient of 
0.84 between June to August temperature a t  New Year 
Island and June to August temperature the following 
year a t  Cape Town for 1902-27. Of all Walker’s correla- 
tions between two conditions widely separated in time, 
this is the only one for which a definite physical expla- 
nation can be offered. “The explanation probably is 
that during the winter months the ocean temperature 
controls the air temperature, and the water flowing east- 
ward between Cape Horn and the Antarctic takes about 
a year to reach the Cape of Good Hope.” Later (64), 
Walker correctly states that this close correlation is 
possible while those between Cape Town and .South 
Orkneys are small, because condihons a t  these islands 
are quite effectively prevented by the Antarctic Con- 
ver ence from affecting surface temperature nqrth of it. 

$he bewildering wealth of correlation coefficlents pre- 
sented in ‘‘World Weather 11” and “World Weather 111” 
is summarized, and-also extended, by a new and com re- 
hensible presentation in. “World Weather V” &). 
Walker accompllshes ths . by. first giving numerical 
definitions to the three oscillations, then the data from 
various stations are correlated with the three oscillations. 
Thus the number of stations can b e  extended indefinitely, 
for each station is correlated mth  pnly one or possibly 
two or all three oscillations (with vanous time differences), 
instead of with all other stations. 

5 .  Numerical deJinitions of the two northern oscillations.- 
Walker has defined the North Atlantic and North Pa- 
cific oscillations for the quarter December to February 
only, and the southern osclllation for the quarters June 
to August and December to February only. The defi- 
nitions are arbitrary. For instance, the well-known 
opposition in pressure between Iceland and Azores 
(the Coefficients are December to February -0.54, 
March to May -0.60, June to August -0.48, September 
to November -0.40; 1875-1921) might lead to a definition 
of the North Atlantic oscillation as the difference in 
pressure departures a t  these ,two stations. But in order 
to obtain. a more representative expression of the Azores 
HIGH it is well to include Bermuda and Vienna, and 
likewise Ivigtut for the Iceland LOW; it then turns out 
that Azores has ,a  small correlation with the resulting 
oscillation, so it 1s dropped and other factors are added. 

The final expression for the North Atlantic oscillatioa 
December to February is: 
(Vienna pressure) + (Bodo temperature) f (Stornoway temperature) 

+0.7 (Bermuda pressure) - (Stykkisholm pressure) - (IvlgtUt g;essure) -0.7 (Godthaab temperature) 4-0.7 (Hatteras+ 

The quantities in parentheses are departures from n?’ 
mal in units such that in each case the standard dev1atloD 
is J%. Walker tabulated in the same units the o d l a ’  
tion for each year 1875-1930, and the stations invo!vOd 
in the formula for the years available. The corre1atloa9 
of these stations with the oscillation are: 
Vienna pressure _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  0. 76 1875-1930. 
Stornoway temperature- _ _ _ _  _ _ - _ - .84  1875-1919, 1921-3O. 
Bodo temperature_- _ _ _ _ _ _ _ _ _ _ _ _ _  .86 1875-1930. 
Stykkisholm pressure- _ - _ _ _ _ _ _ _ _ _  -. 80 1875-1930. 
Ivigtut pressure _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -. 84 1879-1918, 1920-26’ 
Bermuda pressure- _ _ _ _ _ _ _ _ _ _ _ _ _ _  . 72 1875-86, 1888-1929‘ 
?4 (Hatteras+ Washington tem- . 72 1875-1930. 

Godthaab temperature-_ - - _ _  _ _  _ _ _  -. 70 1875-84, 1886-192’‘ 
Of course if we were dealing with entirely random figures the ”Dog 
of four series with the same standard deviations would have 
coefficient with each of the component series which would 
0.5; but with eight series the average will be 8-1/2 or 0.35, and tb 
above figures are much too large to be explained in that way. 

The correlations of other stations with the North Ai1’: 
tic oscillation are not tabulated, but are shown on figvr’, 
where coefficients based on less than 30 years are dlst?i 
guished by brackets; and relationships with the rainfaU iD 
regions (of which the individual stations are given 
Walker’s table X) are enclosed in circles. 

I n  the temperature chart i t  will be seen that in addition t’$z 
well-known warming in northwest Europe and cooling in Labr ag 
with coefficients as big as +0.80 and -0.70, there is a War@,o, 
in the southeast of the United States with coefficients up to t o  
and a cooling in the region to the southeast from Trinided of 
Iraq, the coefficient of the Cape Verde Island being -0.48 end iP 
Cairo -0.60. It is a natural conjecture that the warmlngBtb 
the United States of America may be due to  a more northerlJbtfiag 
of the LOWS and a more southerly direction in the winds, the C, the of the Cape Verde Islands to a mo[e northerly direction ln,ort? 
whds, and the lower temperatures from Egypt to Iraq to 8 of 
southerly track of winter rain-bearing depressions. The chBrf yo@ d 
rainfall naturally shows an  area of positive coefficients sf& Iceland, where the pressure coefficient waB negative, and an re 
of negative coefficients over southeast Europe where the Pr$$$fl 
coefficients are positive; but the correspondence of the r 
and prassure coefficients is quqe rough. 

Thus the North Atlantic oscillation definitely repr0’ 
sents an increase in the general circulation over the OCe$ 
The most pronounced increase in pressure gradient is de 
the westerlies, but there is also an increase in the tr’ 
wind region; the increase in wind may be of the 
magnitude-in the two regions. Superimposed on thO 
intensification is a northward displacement of both dig’ 
Azores HIGH and the Iceland LOW, and a northward 

Unfortunately the few coefficients of the oscillation 11 
previous and subsequent conditions given in his tab 
are very small. The largest are with St. Vincent temPgd 
ture in the followmg AlIarch to May (42 years) -0.52, 
with Newfoundland ice in the following March to Aug 
1875-1912, 0.64 (March to July 1900-26, 0.42). 

ashington teniperature)/2. 

perature). 

sa@ 
tP9 

Id* placement of the storm tracks. 

In  regard to the North Pacific oscillation 
it was known- (@ 
that pressure variations at Hawaii were opposed to those ofs 
Alaska and Alberta, and that high pressure in Alaska meant Fwd 
southerly track of the lows and more rain in parts of the ‘$j,@‘ 
States and liability to cold weather east of the Rocky Mo!’ 
Since then perhaps the chief result of statistical exarnin@t’%bera 
been the unexpected association of low pressure in the no @‘ 
region with low temperature in the Aleutian Islands (Dutch 
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bor)l and it now appears that the association with high temperature 
In south-west Canada is even more marked. The .formula finally adopted for the N. P. 0. [North Pacific 
Osc~atlon] 
(Bo O l U  1 u pressure) + (Qu' AppeUe + Calgary -1- Prince Albert 

temperature) - %((Sitka, Fort Simpson, or Juneau pressure) f 
(Baason pressure) + (Nome pressure)) -(Dutch Harbor tern- 
perature). 

have been used because the quantities 
'ultlplied by them relate to p laces not far enough apart to be Independent. 

fractions ?$ and 

CORRELATION OF N.A.O.. DECEMBER- 

TEMPERATURE. AND RAIN FALL 
FEBRUARY WITH CONTEMPORARY PRESSURE, 

N.A.0. WITH CONTEMPORARY PRESSURE OF DEC.-FEE. 

LO 

.. N.A.O. WITH CONTEMPORARY RAINFALL OF DEC.-FEE. 

- - - -  - _ _ _  _ _  

FXOIJRE 1.-Reproduced from Walker and B l h  (61). 

e Coefficients of the four factors with the North Pacific oscilla- 
t' ph 

'?:h",hUs defined are respectively 0.80, 0.86, -0.86, and -0.74. 
with the North Pacific oscillation of pressure, 

k'perature, and rainfall over a wider area are given in [figure 2.1 
@ compari~on of this with [figure 11 shows that the features of the ??ch Paolfic oscillation Occur decidedly farther south than those 

the, NoPt.-?Jantic oscillation; but in spite of the wide difference Conditions there is a marked similarity in the temperature 

effects, there being positive coefficients in Canada and eastern 
China, and negative in eastern Siberia and the south of the United 
States. In table I11 are to be found some representative relation- 
ships with the conditions in the succeeding spring and with the 
previous November. 

The charts for this oscillation bear further scrutiny than 
Walker has given them, and his implied conclusion, from 

'CORRELATION OF Id. P. 0.. DECEMBER-FEBRUARY 
WITH CONTEMPORARY PRESSURE, 

TEMPERATURE. AND RAIN FALL 

N. P. O..WITH CONTEMPORARY PRESSURE C F  DEC.-FEE. 
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' 0  

10 

20  

0 

20  

4 0  

N. P. 0.. W I T H  CONTEMPORARY TEMPERATURE OF DEC.-FEE. 
20 0 20 4 0  60  80 I D 0  120 I 4 0  I 6 0  I80 IS0 140 120 100 80  6 0  4 0  20 

EO 

40 

20 

0 

20  

( 0  

6 0  

20 0 10 40  60 80  100 I 2 0  140 I60  IO0 1 6 0  t.0 I10 1c0 eo 60 40 10 

N. P. 0.. WITH CONTEMPORARY RAINFALL OF DEC.-FEB. 
2 0  0 20 4 0  SO 80 100 120  140 I60 I80 160 1 4 0 .  sip 100 a0 60 40 I o  

FIQURE 2.-Reproduced from Walker and Bliss (GI). 

the similarity with the North Atlantic oscilla!iont that 
this one involves a general increase in circulation 1s not 
well proved. A comparison of figure 2 with a chart of 
the normal Jrtnuary pressure distribution (see fig. 9) 
definitely shows that the area of negative coefficlents does 
not coincide with the Aleutian LOW, and that the posltlve 
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area does not coincide with the North Pacific HIGE; in 
fact the nodal line passes through the center of the LOW, 
and the eastern edge of the strongly positive area passes 
through the center of the HIGH. Furthermore, tempera- 
ture at Dutch Harbor, which is normally a t  the center of 
the LOW, certainly indicates a displacement rather than 
an intensification of the LOW. Thus the North Pacific 

CORRELATION OF s. 0.. JUNE-AUGUST 
WITH CONTEMPORARY P R E S S U R E .  

TEMPERATURE. AND RAINFALL 

S. 0. OF JUNE-AUG. WITH CONTEMPORARY P R E S S U R E  

60 60 

le0 I60 140 17.0 I00 I O  60 40 20 0 20 4 0  LO 80 100 I20 140 110 110 

S. 0. OF JUNE-AUG. W I T H  CONTEMPORARY TEMPERATURE 

S. 0. OF JUNE-AUG. WITH CONTEMPORARY RAINFALL 

~ ~~ 

FIQUBE 3.-Reproduaed from Walker and Elks (61). 

oscillation represents a westward displacement of the 
HIGH and a northeastward displacement of the LOW, which 
does not necessarily involve an increase in circulation. 
As regards the northeast trades, the chart indicates that 
they are increased by the oscillation in tho eastorn Pacific, 
but decreased in the wester?. The HIGH of western 
Canada is probably best explarned as a result O€ stagn5 

tion, so its decrease with the oscillation is perhaps i$ 
argument in favor of the latter being associated W 
increased circulation. 

6. Numerical definitions of the southern oscillation*’ 
In regard to the southern oscillation Walker snys: 

it In general terms, when pressure is high in the Pacific Ocean 
tends to be low in the Indian Ocean from Africa to Australia: these 
conditions are associated with low temperature in both these Fr?; 
and rainfall varies in the opposite direction to pressure. Condltlou 
are related differently in winter and summer, and i t  is therefors 
necessary to examine separately the seasons December to February 
and June to August. 

For the southern winter J-A the formula for the southern OSciurv 
tion is: 

Nil0 (Santiago pressure) + (Honolulu pressure) + (India rain) -t ( rw 
flood) $0.7 (Manila pressure) - (Batavia pressure) - (Cairo P d e  
sure) - (Madras temperature) -0.7 (Darwin pressure) -0.7 (c 
rain). 

t “Tndia rain” stands for the Peninsula and 
India. “Chile rain” is the mean of 9 stations bet%bb 
30’ S. and 42’ S. The contemporary correlations ia 
the southorn oscillation June to August are shown d 
figure 3. Its values are tabulated for 1875-1930, 
plotted in figure 6. Of Earlier (36) Walker remarks that ‘(a general increazop 
circulation would send up those pressures which a? 
mally above the general level and down those w l d  d 
normally below it ;  and with this we should expect to g0 
the-raising of pressure ovos the biggest sea area 
Paclfic) and the lowering of it  ovcr the biggest land* 
(eastern Eurone. Asia. and much of Africa.): * ,I 
This very genirdl crite‘rion for an increased c&culatioDjz 
an exchange between the land and water hemispy&,o 
is to‘”some extent confirmed for the southern o s d  10 
June to August. But the details of figure 3 bear.$$ 
relation to the general circulation. There is a ne&! tb0 
tendency for the negative area to be concentrated flare@ 
equatorial and subpolar zones, and for the positive d 
to be concentrated in the subtropical zones, as an incre@ 
planetary circulation would demand. Nor does the $$$ 
mdicate an increased monsoon circulation, for 
Australia and South Africa are in the negative are? i,,, It 1s best to conclude that the southern oscillaW$’eg valves opposite departures of pressure in the Indian 
and m the Pacific, for which the cause is as yet u d  be 
except that a pressure departure in any region I..$oo, 
accompanied by an opposite departure in another ‘3p3 
but which seems definitely established. Besides $110 
suggestion of a generally increased circulation With tk0 
oscdlation, the only explanation he has off wed  IO 
propagation of waves from South America or t-he Aa py 
(36), for which the evidence is ver inudequftt0. bi&j 
sociated with tho oscillation are a numger of detads o 
though unexplahied, are of great importance becaus i 9  
their regular repetition with the oscillation. The fil’gt 3 
the westward displacement of the Asia LOW (fi€$$10 
shows the nodal lina passing through the cente: 
L?w). and hence of the India monsoon, resulting l%fipd 
rain in Indja and Abyssinia, and lcss in Burma. o ~ o ~  
never mentions this obvious displacement of the 
but cqnslders excess rain in India, etc., 11,s due to a gdetd 
intensity of the monsoon as a whole. Anothero,900! 
shown by figure 3 is the decrease of the winter gyj 
of Au?tralla.(and of South Africa to a less extent). to 
combines wlth the westward shift of the Asia ”oz&! 
decrease the monsoon system extending from 8usBd 
to China; the rainfall of this region will be d1scUSs 

The formula for the southern oscillation Decenlb the next chapter. 0r to 
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ebr!aQ involves the following centers; the "A centers" E 
are given unit weight and the "B centers" a weight of 
on7: The sign with which each enters the formula is 
l"dlcated in the last column, which gives its correlation 
'lth. the resulting mcaa.tion. ~ 1 x 0  contemporary cor- 
'elatlons with tlle SoutIlern oscillation December to Feb- 

CORRELATION OF S. O..DECEMBER- 
FEBRUARY WITH CONTEMPORARY PRESSURE. 

TEMPERATURE AND RAINFALL 

. s*o. OF DEC.-FEB. W I T H  CONTEMPORARY PRESSURE 

F I Q U ~ E  I.-Iteproduced from Walker and Bllss (61). 

ParJ' are shown in figure 4. Its yearly values are tabu- 
atedjor 1882-1930, and plotted in figure 5.  
4"ls Oscillation in December to February is essentially 
ti e 8s in June to August but the positive and ne$'&- &? Pressure area,s are somewhat shifted. South Africti, 
A$! as Australia, is now strongly negative, and South 
c h a p ?  is neutral instend of strongly positive, SO the 
1 ge 1n these two continents follows the change of the Oca' The westward extension of the tendency. 

positive area has retreated, so that Manila is in the strong 
negative area, although the South Pacdk HIQH is dis- 
placed decidedly westward. 

A centers 
Samoa pressure- - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Darwin pressure _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Manila pressure _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Batavia pressure_-, _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Southwest Canada temperature (Calgar Ed- 

monton, Prince Albert, Qu'Appelle, kinni- 
peg)-_---------------------------------- 

Samoa temperature-- - - - - - - - - - - - - - - - - - - - - - - - 
Northeast Australia rain (Derby and Halls Creek 

in Western Australia, 7 stations in North 
Australia, 20 throughout Queensland) _ _  - _ - - - 

1891-1929 0.84 
1882-1930 -. 90 
1887-1928 e. 86 
1882-1930 -. 74 
1885-1929 -. 74 
1890-1930 -. 76 
1882-1929 .82 

New Zealaid temperature (Wellington, Dune- 
din) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1882-1930 .60 

Java rain _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1882-1930 .62 
Hawaii rain (12 stations) . . . . . . . . . . . . . . . . . . . .  1886-1930 . 62 
South Africa rain (15 stations, Johannesburg the 

most northern) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1882-1929 .56 
Northwest India pressure (Lahore, Karachi)--- 1882-1930 -. 68 
Cape Town pressure _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1882-1930 -. 66 
Batavia temperature _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _  1882-1930 -. 62 
Brisbane temperature-- - _ _  - _ _ _  _ _  - - - - - - - - - - _ - 1887-1930 -. 60 
Mauritius temperature-- - - - - - - - - - _ _ _  - - - - - - - - 1887-1930 -. 60 
South America rain (Rio de Janeiro and 2 sta- 

tions south of it in Brazil; 3 in Paraguay, 
Montevideo; 15 in Argentina, of which Bahia 
Blanca is the southernmost) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1882-1930 -. 62 

VARIATIONS O F  THE SOUTHERN 
OSCILLATION. 1875-1930 

1 I I I 

WINTER (JUNE-AUB.) 

4 

0 

- 4  

1 8 8 0 - 8 1  1 8 9 0 - 9 1  1900-1901  1910-11 1 9 2 0 - 2 1  1930.31  
FXQURE 6.-Reproduced from Walker and Bllss (61). 

It is difficult to find any suggestion of an explanation 
for a close connection of temperaturp and pressure in 
North America with the southern oscillation, so itseems 
to me a mistake to include these, as well as Hawall ram, 
in the definition of the 

The positive entry of New Zealand temperature.in .the 
formula for December to February is worth mentionmg, 
because the temperatures of Brisbane and Samoa nearby 

9 In cmmuntina on thls renort. Walker writes. "I think thnt the rslatlonrhlpsol world 

series expr&slng the variatlons In the oscfllatlon." 
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Oo-lOo N _ _ _ _ _ _ _ _ _  
70°-800 E _ _ _ _ _ _ _ _ _  
7Oo-8O0 0~-10~ s E _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _  
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00-100 8. _ _ _ _  _ _ _ _ _  
80°-900 E _ _ _ _ _ _ _ _ _  
1oo-200 s. - _ _ _ _ _ _  ~ 

Wo-lOOo E _ _ _ _ _ _ _ _  

enter negatively in accord with the general lowering of 
tropical temperatures with the southern oscdation. This 
is due to the increased pressure gradient from the Aust,ralia 
summer LOW to the South Pacific HIGH, accompanied by 
stronger northerly winds in the New Zealand region. 

The rainfall centers entering into the formula will be 
discussed in the next chapter. 

Wallcer gives the correlations of the three oscillations 
between themselves and with sunspots. The following 
are the four coefficients larger than 0.2: The North Pacific 
oscillation December to February has coefficients of 
-0.52 with the southern both in the same uarter and in 

ber to February has a coefficient 0.f 0.84 With itself and 
0.26 with sunspots in the precedmg June to August. 

June to August before. The southern osc' ll? ation Decem- 

30 I.- 30 
>,,% 

} l2 

CORRELATION OF S.O., DECEMBER-FEBRUARY 
WITH P R E V I O U S  J U  NE-AUG U S T  
TEMPERATURE A N D  RAINFALL 

Pack ice 

South Orkneys.-. 

Iceberg8 

South Pnciflc.--.- 

TEMPERATURE 

13-24 

26 

, +I , , , , , , , , , 60 
,.m, 

60 

I80 t60 ('0 VI0 loo. 110 60 40 20 0 10 40 60 80 100 I20 140 )eo 180 

RAINFALL 

FIQUBE B.-Reproduced from Wolger and Bliss (61). 

Thus the southern osciIlation has a strong persistence 
from southern winter to summer, and this effect extends 
into the North Pacific and affects conditions there in 
northern winter. The North Atlantic oscillation is 
markedly independent of the others, the largest coefficient 
being -0.12 with sunspots June to August before. 

One of the most natural inferences to draw from exceptional 
persistence of a seasonal temperature is that  it is controlled by an 
ocean temperature; for example, there is an r of 0.94 between Samoa 
temperature December to February and March to May, 3 months 
later. Further, if, as here, there is a very marked difference betwecn 
the behaviour of December to February and June to August it is, 
as Hildebrandsson remarked, natural t o  look, not in the equatorial 
region where temperatures do not vary greatly from year to year, 
but in a region where there are very marked differences; and a likely 

place therefore is in the seas around the Antarctic continent, where 
variations in the quantity of ice and the temperature of the ma?' 
might be the dominating influence. Some support is given to tw 
idea by the very short series (5 years) of data from McMurd0 
Sound, of which the pressure for the quarter September to November 
has r's of -0.76 with the previous June to August of the southeru 
oscillation and -0.78 with the succeeding December to FebrusrY 
of the southern oscillation; but the contemporary June to Augost 
pressure has only -0.04 with the June to August of the southeru 
oscillation. The temperature variations at McMurdo Sound &re 
not SO closely related. However, the figures show no indicst1" 
that the pressure or temperature of McMurdo Sound is physicdy 
prior to the June to August of the southern oscilbtion, and the 
relations are not nearly as close as those of regions in and near 
tropics; also the charts show that the series of 22 years from 
South Orkneys and South Georgia, of 30 years from Punta Aren@f 
and of 31 from Cape Pembroke cannot be regarded as influenti8 
in this respect. It must be admitted, therefore, that  if soDe 
Antarctic factor dominates the southern oscillation it has not yet 
been found. 

7. Noncontemporary correlations with the southern oscgl'* 
tion.-Walker's tables IV, V, VI, VII, IX give so@' 
correlations of previous, contemporary, and subseqU$ 
conditions with the southern oscillation, and figure 
shows its correlations in December to February tvitb 
temperature and rainfall in preceding June to August. 

Table 1 gives the relations of the southern oscilltLtioa 
to ocean temperatures in 14 ten-degree squares and 
pack ice at the South Orkneys and icebergs in the SOUtb 
Pacific. 

TABLE l.-Correlations (multiplied by 100) of southern os&llatior 
with sen-water temperature and amounts of ice ('I World J$reath'' 
V," table V I I I )  

Area ber 01 
years 

- I- 
Atlanfic Ocean [ 

Indian Ocean I 

Pacific Ocean I 

Before 
8. 0. 

5. O., J-A 

- 
3-F - 

32 

24 

16 

24 
24 

14 

40 

8 
4 

14 

2 

-4 

6 

0 

-2 

28 
- 

- 
6.M - 

24 

-4 

8 

20 

6 

48 

-4 

2 

-4 

-0 

- 16 
-18 

2 

0 

-_- -  

._-- - 

- 
:on. 
:mp - 
J-A - 

0 

6 

-2 

18 

38 

4 

0 

14 

-24 

?A 

-8 

42 

-14 

4 

- 32 

18 - 

Alter 
8 . 0 .  - 

I-N - 
-8 

-20 

-14 

-6 

16 

4 

-44 

-60 

-32 

- 32 
-40 

8 

14 

22 

-__  

-__  

- 
D-F - 
-2 

8 

4 

2 

-14 

-2 

6 

-38 

-2u 

-68 

-42 

-2 

68 

98 

-16 

20 

II 

BeIore 
5. 0. - 

J-A - 

10 

2 

6 

18 

28 

-22 

-8 

12 

-22 

22 

-12 

42 

12 

20 

2 

4 
- 

- 
S-N - 
0 

-2 

-6 

-6 
8 

-32 

-62 

-08 

-42 

-42 

-34 

38 

14 

a2 

.-_-. 

,---. 

- 
In table VI11 some of the series contain only 12 years aodb,gge;8 opll~OE 

give more than rough approximations. In the Atlantic tho 
relationships are with the last two squares, and the di%e$d 
between the coefficients of these adjacent areas show that 
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are desirable. In  the Indian Ocean, however, the first four 
to the south of Ceylon, are in fair agreement and show that the oscillation in the relatively inactive December to Febru- 

ary .Period Produces a marked negative effect on sea temperatures 
hstlngfor half a year, just as it does on air temperatures a t  Mauritius 
‘‘di~anza. * * * 

In the Pacific the first square, enclosing Honolulu, agrees with 
31 in having a negative coefficient and with [figure 41 in having a 

Positive one. For the negative coefficients in the centre and east of 
the Pacific down to latitude 30°, shown in [figures 3 and.41 we are 

Of the cold Humboldt current and of the relatively cool 
southeast and east-southeast winds blowing from over it, so that an 

circulation might furnish the explanation. 
The concludi~~g lines of table VI11 confirm the previous impression 

that! although a strengthening of the southern oscillation produced 
In winter a decrease in the number of icebergs at the South Orkneys 
and an increase in the number of icebergs in the South Pacific, thFE? are not big enough to justify a theory that the physical 
:“In of the southern oscillation lies in the Antarctic. The associa- 
lo‘ Of large numbers of icebergs with abundant rainfall in India 

had Prevlou~ly been noticed. 

after discussing the pronounced persistence of the 
‘Outhem oscillation from June to August to December to 
PebruaW, Walker says: 

Byt if We look through tables IV, VI, VIII, I X  for all the CO- 
e‘clents numerically exceeding 0.40 giving a half yearly fore- 
$dowing of the sout hern oscillation of June to August, ignoring 2::; based on fewer than 30 years of data, we only find the pres- 

Of India (Calcutta, -0.48; Allahabad, -0.44; Rangoon, 
0’50) and the rainfall of Southern Rhodesia (-0.46). For the 

March to May immediately preceding the southern oscillation 
Bo~eadditiOnalrelationships with pressure and temperature are given 2 v and VII. The corresp onding factors exceeding 0.40 are 
thePresSUres of Batavia (-0.54), Samoa (+0.58), Santiago (+0.48), 
8‘ at Dutch Harbor (-0.42). and In May the 

141a1aYan snowfall (-0.46) and the height of the Ganges (- 0.50). 
f 8‘ The secular variaiion.-Of the centers used in the 
$Qulae above, the secular change has bean eliminated 

those whose coefficients with time are greater than 2. This is done by taldng departures not from the 
Ban* but from the straight line giving best fit to the data 

’lotted against a time scale. These reduced departures 1”” used both in computing the oscillations and in corre- 
$tlng these centers with them. Walker nowhere states 

at the secular change has been eliminated from the other 
Ce‘ter5, SO we must assume that it has not. 
~ 3 ~ L e r ’ s  two reasons for eliminating the syular - that there oftan is little cause for beli?ving m thew 
‘B‘t?,r’ and that they are “of little interest in the present 
@gation ” In  light of Scherhag’s investigation (1936, 

der H. und M. M., p. 397) showing a continuous $C‘e% of the prevailing westerlies in the Northern 
erolsPhere during the last 50 years or more, there-can 
‘%ll doubt of the reality of the secular changes since 

$lker’? agree with those found by Scherliag. By 
1 %atlng the secular change Walker has eliminated the gger Part of the change of general circulation rn .the 
Qorth?rn Hemisphere, though the resulting oscillations 
” @Ve a better picture of the year-to-year changes. 

h ?allcef~ oscillations do not agree closel~~ m t h  Scber- 
ag Secular chanp  in circulation. In  particular Walker gds no correlation between the North Atlantic and 
Orth Pacific oscillations, while Scherhag finds an .equal 

lQcrease 1n circulation in both oceans. One solution Of % di8?rePancy is that the secular change and the North 
pscillation both represent an increased circula- 

d ’ the North Pacific oscillation represents a 

liiLrther remarks on world weather.-Walker’s sum- 
‘ary to “World Weather V” is: 

Order to form more definite ideas regarding the oscillations 
nahaed’ the North Atlantic, the North Pacific, and the southern 28 Of fiSure8 have been derived to  express the variations of each, 

’Om these have been obtained their relations with pressure, 

be 

lgP1acement with no increase of the circulation. 

Ill 

temperature, and rainfall over wide regions ai3 well as the relations 
of the three oscillations with each other and with sunspots. 

The southern oscillation in the southern winter i! found to be 
extremely persistent, and its departure has a correlation coefficient 
of 0.84 with that of the following summer, thus providing a basis 
for foreshadowing seasonal conditions. The effects of Antarctic 

CORRELATION OF N.A.O. OF DECEMBER 
WITH PRESSURE AND TEMPERATURE 

CONTEMPORARY P R E S S U R E  

FOLLOWING JANUARY TEMPERATURE 
140 120 100 eo 60 40 zo o 20 40 60 80 loo 

(10 80 

60 60 

40 40 

20 20 

0 

FIGURE 7.-Reproduced from Wake, (64). 

conditions and of ocean temperatures are considered, but a satis- 
factory physical basis for the oscillation has still to be found. 

A subsequent paper by Walker (64) is essentially a 
review of hiis own. and of others’ work, but it contams 
some new and mterestin charts, reproduced hore. 
Figure 7 shows that the r$ orth Atlantic oscillation has 
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only a small persistence from December to Janua , 
a secondary tool in forecasting. Figure 8 shows the c,or- 
relations between December t? February pressure, tem- 
perature, and precipitation, m t h  th? preceding June to 
August value of the southern oscdatlon. Thus they 

ve the degree to which these eleme?ts may be forecast fi’ rom the observed oscillation, assumlng that the coeffi- 

whch is further evidence that this Qscillation can be on P y 

CORRELATION O F  S. 0.. J U N E - A U G U S T  WITH 
FOLLOWING DECEMBER-FEBRUARY 

P R E S S U R E  
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FIQURE S.--Reproduced from Walker (64). 

cients will hold reasonably well in the future. Since the 
coefficients are in no way chosen for their large size, but 
merely result €rom the defivtion of the osclllation which 
was arbitrarily chosen to give the best contemporary 
representation, there seems to be no reason for doubting 
the validity of this assumption. On the temperature 
chart there are 87 coefficients based on 30 or more years’ 
data; I have tabulated below the number of these in 

T?; each magnitude group, without regard to sign. 
number of high coefficients is much greater than WOU 
be given by the normal distribution for chance coefficients; 
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.r 

6 2 7 2 5 3 3 6 2 5  
0.22 0.24 0.26 0.28 0.30 0.32 0.34 0.36 0.38 0.40 o*:2 

0.44 0.46 0.48 0.50 0.52 0.54 0.56 0.58 0.60 0.62 o-:4 
0 2 2 2 0 3 2 6 1 1  

1 4 3 0 1 1 2 2 3 1  
0.66 0.68 0.70 0.72 0.74 

0 1 0 1 1  

The temp9rature chart shows a large area in we@@ 
Canada m t h  coefficients of about -0.6. In the st@’ 
area the precipitation chart gives values of about @:j 
while in the central United States it gives values 
about -0.35. The rainfall coefficients would prohp.b*y 
be larger if regions were used instead of individual statloas’ 

10. Periodicities.-Brief mention should be made her’ 4) of Walker’s three pa ers on periodicity (42, 47, 5ed 

w t h  the statistical theory of periodicity; in this chapter 
onl the meteorological applications will be discussed. & the first of these Walker says: 

to The natural oscillation which appears on physical grounds . 
have most likelihood i, that of 2 years’ period in the North Atlsnti2 
reversal in alternate years is suggested in the data of ice 88 We$77 
of temperature and pressure, especially during the years from find 
to 1903. Using the pressure data of Iceland as an index WeI877 
that correlating each year’s pressure with the next gives from 
to 1903 a coefficient of -0.26; but from 1903 to 1923 the coefic!ent 
is +0.48, and for the whole period from 1877 to 1923 the coef@$ 
is -0,02 with a probable coefficient as large an 0.08 due to p 
chance. 
He treats Darwin pressure in more detail, giving a 
relation table for each quarter with various later guart0’ 
for the period 1882-1923. For all quarters he gets- 

3% Years later: 1% 1% 2 2% 25 2jG 3 0.86 
Correlation -0.10 -0.12 -0.12 -0.02 0.12 0.20 0.24 

beug The probable value of the greatest of 15 chance coefficients wr 
0.15 it is unlikely that luck would produce four amplitudes gree 
than this, with two of them 0.24 or over. 

The applications in the second aper are based f 
Brunt’s “Periodicities in European beather.” Re f@ 
discusses the rainfall of Milan, for which Brunt had 
lyzed 90 periods exceeding 12 months but not oVOrbllt 
years. Of theso Walker finds 75 to be independenti p 
none of the amplitudes are as great as the probable $$d 
est to bo expected from a random series when b 
for 75 periods. Similarly for Padua, London, EdlqbUr$9 
rain and Edinburgh pressure Brunt’s grea test amp11!$+ 
are about what would be expected from chance; for tar, pressure the amplitudes are about 50 percent .&FeasrO 
The greatest amplitudes for temperature in six clt@ ~t 
all larger thnn the most probable ones due to chance. fiv0 
Stockholm the greatest not exceeding 10 years Js B 
times ns large, with an mplitude of 1.24OC. This $5 
period of 12% months (which, according to Brun;&?), 
two independent periods between i t  and 12 mopafi9, 
which is also the most pronounced one at LondoniO ba+7 
and Vienna. The following tempera ture periods alscbeDcO 
amplitudes 8 preciably larger than the largest ~~r 
lin, Paris; 23 years a t  London and Edinburgh; 17$y0 

The first two are large i) y, and the last entirely, cone@ 

Hence the evidence for a 2-year period is inadequab. 

3% 3% 4 4% 4% 4% 5 
0.16 0.12 0.04 0.02 0.00 0.00 0.10 

qne: 13.mont E s a t  Edinburgh, Stockholm, London, 
- -  

atLondon. l iOvOg Even if the above periods are real, as Walker be to b0 
them to be, the amplitudes are all too small for theD 
useful in forecasting. 
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111. CLIMATOLOGY 

!t is well to digress a t  this point in order to describe 
bne%‘ some of the climatological details, especially rain- 

of the tropics and of the sout.hern hemisphere which 
pplu help in understanding the preceding chapter and the 
foUomng one. 

world charts of normal ressure distribution are essen- 
tial for this discussion. e harts for January and July 

Brunt’s “Meteorology” are reproduced here as 
‘ggures 9 and 10. Convenient monthly hemisphere charts 

Stations within this. range experience two rainy seasons 
annually, while stations outside have most of their rain 
in summer. Thus rainfall at Lake Victoria-has maxima 
in April and in November, while a single maximum occurs 
farther south in Nyassalmd and Rhodesia in January Or 
February, and farther north in Abyssinia it occurs in 
August. 

The relations with the Nile River should be mentioned 
here. The White Nile hns its source in Lake Victoria, but 
the.leve1 of the lake is so constant that the river does not 
vary greatly. The Blue Nile comes from Abyssinia, and 

MEAN PRESSURE FOR JANUARY 

1 

FIGURE 0.-Reproduced from Brunt’s Meteorology. 

are given in Shatv’s “Manual of Meteorology,” volume 11, Yd “lonthly Mercator charts in ‘(A Barometer Manual 
Or the Use of Seamen.” 
ti;‘ *‘oPic*.-The normal tropical regime consists of the 
to&pde Wind zones and the intervening zone of equa- 
b (doldrums). The former are characterized 2 winds with a large easterly com onent and clear 
h 
tokeverdoes not usually coincide with the lughest surface 
@‘perah%) and is characterized by much cloudiness and 

due to intermitte n t  rising air currents. The center 2 the cal.m belt lies somewhat north of the equate: in 
Ost lon@tudes and migrates annually over a latltudmal 

Of 5’-10°, following a month or two after the sun. 

The latter contains the therma f equator (which 

the summer rainfall there determines the flood of this river 
ns well as of the Nile proper. 

In  most tropical regions, however, the theoretical trop- 
ical regime associated with a planetary circulation does 
not prevail. There are two important factors which ma;y 
outweigh the normal tendency, the first being orographo 
features. Steep eastern slopes receive most rain when 
the trade wmds are strongest, instead of during the calm 
season. 

2. The India monsoon.-The second important factor 
is the monsoon. This exerts an influence near thecoasts 
of all continents, and is the dominating factor the 
Indian Ocean because of the large land masses of AS% 
Africa, and Australia, each of whdl  has Its ~ 0 1 ~ ~ o n .  



14 

The winter monsoon of Asia, which is due to the intense 
continental winter HIGH centered at. 40°. N., merely 
strengthens the normal trade wind regune in the north- 
ern Indian Ocean. During this season the Indian Penin- 
sula experiences. dry easterly winds. In  northern India 
the prevailing wmd is westerly and there is some precipi- 
tation accompanying the passage of wmter depressions 
from west to east. (See 25). At many stations these 
cause a secondary maxipum in the annual precipitation 
curve which is of great unportance to ?gr!culture. Most 
of India has three seasons, of whch thw is the first. 

The second is the hot season which occurs in early 
spring before the advance of the southwest monsoon. 

is south and continues up the Ganges Valley from ths 
southeast. The monsoon wind and rain reach southern’ 
most India and Ceylon during the last week of M5Yr 
Bombay and Calcutta early in June, and most of northc 
ern India by July first. The southwest monsoon is not 
particulaTly strong or. steady, but is of large horieoataS 
and vertical (over 3 lulometers) extent and carries north- 
ward an immense quantity of warm moist air. This II@’ 
ture is precipitated in great quantities as orographic 
and to a lesser extent over the plains in convectlv’ 
showers. 

Although the genert41 picture is given above, the norlqal 
annual amount and tune of maximum rainfall are qat’ 

MEAN PRESSURE FOR J U L Y  

During this period the summer LOW is forming in north- 
west India and Afghanistan. 

The third is the rainy season of the southwest monsoon. 
The southeast trades m the southern Indian Ocean are 
uniforml intense throughout the year, the belt of trades 
being o nK y a few degrees further south in southern sum- 
mer than in winter, In  winter they extend northward to 
the equator and from there gradually curve eastward and 
continue as the southwest monsoo?, so that no equatorial 
trough exists in the Indian 0ce.m rn th1s season. In  the 
Arabian Sea and over the pemnsula the monsoon blows 
from the southwest, but in the northern Bay of Bengal it 

different for the 33 rainfall divisions of India. Oreetast 
rainfall pccurs on the mountains along the west c?as 

and on those of eastern India (Lower Burma, 126 la &59 
least occurs in the central and eastern Peninsula (M aa 
Deccan, 25 inches) and in northwest India (BaIuC?@’ 
8 mches); the figures are annual values. Ind1Vld” 
stations would show much greater differences. 

The region “India Peninsula” used in Walker s 24 covers eight divisions between latitudes 14’ N. andeDiT 
N., or roughly tho northern and larger part of the p tor 
sula. (See below under Forecasting.) The normals 

t of 
c b 4  the Pemsula  (Konkan, 108 inches; Malabar, 

) stud9 



1 

the.Pedod June to September range from 22 inches €or 
%Jarat to 93 inches for Konkan. In  each of these divi- 
‘l0Qs the rainiest month is July, except that the 3 months 
$Y. to Sentember in north and south Hvderabad and 

.5 

”w 4 mont,hs July to October in Madras C&t North are 

bnSouthernmost India and western Cevlon have two 
equally rainy. (36, 37). 

‘‘QY seasons: April to July, and Octobei to November. 
’he fi?t part of the spring rain comes with the northward 
n‘f$ation of the equatorial trough, and heavy rains are 
‘“C”lVed with the outbreak of the monsoon, but relatively 
little Occurs during the second half of the southwest mon- 
soon* In October the weakened Asia summer LOW is 
“Fnd the Bay of Bengal, which accounts for the €all 

By November ihe has moved farther south and spread laterally to FQ the equatorial trough, but is still far cnough north 
*Or equatorial rain to continue in southeinmost lndia and 
ln-c?YIO?. The stecp east coast of Ceylon has its heaviest 
’aUJ In wulter during the northeast monsoon. h t s  A.frica.-Zanzibar has its heaviest rain in March to 

During southern winter the 
‘OQbmed effect of the India and South Africa monsoons 
Produces prevailing southerly winds there, and during 

summer they produce northerly winds, neither 
Of which is conducive to rain. In spring and fall, on the 
Other hand, winds are weakened and easterly, so that more 
2‘y equatorial conditions exist, which, together with 

There :gQs to  be a conflict in the Indian Ocean region between 
UOlxoon tendency and a tendency toward true 

equator%l conditions Thus, if the second tendency 1s 
%usually pronounced in April and May, there is more 

tllan normal at Zanzibar arid, according to Walker’s 
belief (l), the tendency would persist so that the 

south1W3t monsoon would be later and wealrer than nor- 
14 India. 

to March are the rainiest months a t  Sey- 
yt$S Islands. During this time the doldrum belt 19 
caIQsouth of tho islands and the winds are northwest or 

Hence the rain is of the equatorial $2‘. The southeast trades prevail the rest of the year. 
trades prevail at Mauritius in all season!, 

D@Ce$ber to March is the rainy season. Rhodesia 
has lts .rainy season in summer, the rain being of the 
C04vectlVe shower type. The moist air is supplied by 
the monsoon tendency which diverts the trade winds SO 
!$$t they blow from the northeast across the coast. 

rain of central and eastern South Afric? is 
‘lrrUlar to that of Rhodesia; orographic rain is more im- trtant because the winds are more easterly, the monsoon 

@‘@!y Strengthening the trades. The southernmost part 
Of this region has an equal amount of rain in winter due 
to !he Passage of storms from the west. Western South 
af,~‘ has only winter rain 
t:‘ East Inches and Australia.-The islands lying be- ‘“ Asia and Australia experience a reversal of wind 
between Summer and winter according to the mons?o?s 3 the‘e two continents. In March to April and again in 

to November, at the change of the monsoons, a 
of low pressure coincides fairly closely with the 
and flat land near the Equator has two rainy 

season8* A good example of this is Pontianalr, on the b:? 2t ?tern Borneo, maxima in November and 
greater distance from the E uator flat land 

Of’ the land, however, is inountainous and receives its 
durQg one of the monsoons, so that the distribution 

here and on the Madras Coast North. 

‘y.&nd in November. 

e eastern exposure of Zanzibar, favor rain there. 

and variable. 
e 

‘? 

a rainy season of the tropica P type. Much 
has 

of rainfall throughout the islands is very complicated. 
In  most parts of Java the rainiest month cpmes during 

December to February, and this summer ram is largely 
of the orographic-monsoon type. The winter monsoon is 
much drier at Java because it blows Equatonvard and has 
had only a short path over water from the dry continent 
of Australia, and is also weaker, so it gives little rain. 

Further east the southeast monsoon is no longer dry 
because it comes from east of Australia. Amboina has 
rain maxima in both December and June, Makassar in 
January and June, the latter maximum being much 
greater in both cases. On the other hand Menado has a 
single maximum in January, so it must be sheltered from 
the southerly monsoon, the June to August rain being of 
the equatorial type. 

Siam has wet summers and dry winters, with maxima 
in May and September. This rain seems to be largely 
of the equatorial type, like that of Ceylon, and is lessened 
during the height of the southwest monsoon. 

The Philippines are under the influence of the northeast 
and southwest monsoons. The rainfall comes in sum- 
mer or in winter depending on the orographic conditions 
of each locality. North Borneo has a similar climate; 
maximum rain occurs a t  Sandakan in July. 

The Australia summer LOW, which may be called a 
southward intensification of the equatorial trough, is 
centered on the northwest coast and from Darwin east- 
ward the northwest monsoon is the most frequent wind. 
During this season the trades in a central zone are in- 
tensified by the monsoon circulation, and on the east 
coast of Queensland appear as a northeast monsoon. 
The south coast extends into the westerlies. In  the rain- 
fall region “northeast Australia” the rainy season is 
December to March and is definitely associated with the 
summer monsoon; the winter is very dry except in south- 
ern Queensland. The winter HIGH is centered somewhat 
south of the middle of Australia; the northern and larger 
zone then experiences the trades and the southern zone 
the westerlies. 

As mentioned before, pressure in Austrrtlia has a 
negative correlation with. the southern oscillation in 
both seasons. Thus, whde the summer monsoon is 
strengthened, the winter monsoon is weakened, which is 
accompanied by an increase in southern Australia rain 
due to a northward extension of the storm tracks. This 
combines with the decrease of the summer monsoon in 
the China region to produce a partial replacement of the 
monsoon by normal equatorial conditions, resulting in 
higher temperature in northern Australia and Papua and 
more rain a t  Pontianak and Menado and in Siam (fig. 3). 
The area of excess rain includes Amboina, whoso June to 
August rain was stated to be of the monsoon type, so 
this station does not fit into the scheme. But the Phdip- 
pines, whose rain is more definitely of the monsoon type, 
form a strong negative area. In  December t,o February 
on the other hand, as shown by figure 4, monsoon rains 
are increased and equatorial rains decreased in this region. 

5. PaciJic 0cean.-At Hawaii the trades prevad in 
summer, but in winter they are often interrupted by the 
westerlies. In  general th? maximum rainfall comes. in 
wiuter during the westerlies, although the trades give 
orographic Tain in all seasons and in summer the west 
sides of the islands receive convective rain. The increase 
of winter rain with the southern oscillat,ion is eviden>b 
associated with a southward displacement of the Aleutian 
LOW and a closer approach of the storm tracks, Which 
agrecs with the opposition betweon the southorn and the 
North Pacific oscillations. 
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Ocean and Malden islands lie in a longitude where the 
doldrums are usually lacking and the trades prevail 
throughout the year. This evidentlypevents the normal 
equatorial type of rain from occurring, with the result 
that the annual rainfall is only about 50 centimeters, 
though more seems to fall on the ocean. Occasionally 
tho trades must break down, for Malden had 125 centi- 
meters in 1900 and 161 centimeters in 1905. In both June 
to August and December to February the southern 
oscillation must increase the. tr9de wmds here, although 
this tendency is only faintly indicated by figures 3 and 4. 
Increased trades are not only prejudicial to rainfall, but 
also give lower land temperatures by counteracting the 
high msolation, and probably also lower water temper- 
atures. 

A thousand miles southwestward, a t  Samoa and Rara- 
tonga, the c1,imate is entirely different. These are under 
the remote influence of the Australia monsoon so that 
tho trades, which prevail the rest of the year, are often 
interrupted in summer, and the northerly monsoon com- 
ponent mainta9s nearly constant high humidity. The 
rainfall, which IS heavy, IS of the normal tropical (con- 
vectional) type with maximum m January and February 
while temperature is highest in December and March. 
With the southern oscillation in both seasons the monsoon 
tendency gives more frequent interruptions of the trades, 
allowing more rain. In summer the kcreased ram is 
accompanied by lower temperature. 

6. South America.-In South America there are three 
rainfall regions which need to be considered. The first 
of these is Chile, which has decreasing winter rain from 
south to north, and also summer rain in the southernmost 
part. The winter rain is due to the passage of storms in 
t-he belt of westerlies, of course aided by the orography. 
Walker’s region “Chile rain” lies in the nort,hern part of 
this belt, so its decided negative coefficient with the 
southern oscillation June to August probably indicates a 
southward displacement of the storm tracks. The ex- 
tension of this negative region to Punta Arenas (fig. 4)  
does not seem consistent, as this station must lie near 
the axis of the storm tracks. 

The role of “South America rain” is not clear. The 
moist air for this rain must be brought from the tropical 
Atlantic by the tendency toward a summer monsoon in 
South America. Pressure is neutral m South America 
in the zone of sub-tropical high pressure With the southern 
oscillation December to February (fig. 4). There are np 
coefficients fqr the Atlantic in this zone. However, if 
the latter region 1s negative, as seems probable from the 
surrounding distribution, the oscillation involves a de- 
crease in the monsoon gradient and hence would account 
for the decreased “South America rain.” 

In  Ceara (Fortaleza and Quixeramobirn) the southeast 
trades prevail a t  all seasons. The rainy season is from 
February to June. Hann suggests that this fall rain is 
due to the land temperature being lower than the water 
temperature, but thls seems to be an entirely unsatis- 
fa,c tory explanation. 

IV. FORECASTING THE MONSOON R A I N  OF I N D I A  

1. Earl?/ forecasting.-During the first few years Wdlier 
was in India he advanced the forecasting procedure to the 
Doint where the following factors were considered 
fmportant: 

(a) Late and heavy snowfall in the north and west of 
India had lon been Considered prejudicial to the fouoying 
monsoon. TEe accumulation a t  the end of May m a 

locality not defined in detail was tabulated by Walker ((12) 
table 1) for 1876-1908, on a numerical scale of departures 
ran ing from -2 to 3. 
. (%) Heavy April-May rain a t  Zanzibar and Seychelles 
is prejudicial. 

(c) In  South America “the pressure departure associ’ 
ated with an abundant Indian monsoon is strondl’ 
positive during the monsoon and decidedly positive for 
some months previous to June,” (12). 

(d) High pressure in spring in and around the Indian 
Ocean, particularly in Mauritius and Australia, Was 
considered prej u dici al . 

( e )  High pressure in India during the previous calendar 
year was at first considered favorable, but the correlatloa 
fell to 0.17 for 1865-1908 and was abandoned (12)’ 
Giving the first 10 years two-thirds weight, the gam0 
coefficient became 0.25 for 1865-1912, so it was further 
studied (26). 

(f> Winds observed by ships in the equatorial part Of 
the Indian Ocean in May give indications of the advaacO 
of the monsoon. 

(g) The monsoon rain in Abyssinia starts in May, so 

may be expected to hold for India also. This rainfall 
information is supplemented by the height of the File’ 

Memoranda have been issued every year, I bellevep 
from 1904 to the present, on about June 7 concerning the 

concerning the monsoon rain of August-Sep tember. The 
above factors as observed up to the last of May were ased 
in the June forecast, and in general the same factors 
extended to the last of July were used in the August 
forecast . 

The first regression equations published by walkti 
(4, 5) for the prediction of the monsoon rain in June 
September and in August to September need not be dis’ 
cussed here. Tbe first of these was soon replaced by t j  
“formula of 1908” (12). This formula is for the whole 
India, the rainfall departures being the mean of the Pro; 
vincial departures weighted according to their are&gf 
provincial de arture being the simple average of the de* 

are tabulated for 1841-1908 ((ll), table l ) ,  but are UarB’ 
liable before 1865. The formula is: 
(rainfall) = -0.20 (snow) -0.29 (Mauritius pressure May) 4- 
(South America pressure) -0.12 (Zanzibar rain April to IdN’) 

“South America pressure” is the mean of Buenos 
Cordoba, Santiago ; the months March, April, MaYaaDt, 
weighted M, 1, 1, respectively. Here, as in subsecl 
formulae, quantities in brackets are proportional dep d 
tures (ratio of departure to its standard deviation), ” 
the formula is based on the following coefficients: 

its departure from normal in t h e  of setting-in and streng tb 

monsoon rain of June-September, and on about Augus t f  

partures a t  a1 f stations in the Province. Theso departuro9 

0.28 

‘ 9  

I I 

*eve* In  regard to snow in northern India, it  was early belljooal 
that an unusually large cover in late spring led $0 be 
high pressure, with dry northerly winds that wpUld of 
prejudicial to monsoon rainfall. But the coefficrenti:; 
snow,With South America and Zanzibar are of the 
magmtyde as those of the latter with the monsoon’ b 
snow, like these other two indices, must at least h p’f 
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2 3  ----- 
1. Northwest India rain, June to September. _ _  _ _ _ _ _ _ _ _ _  0.50 
2. South America pressure, April and May (1875-1019)-- _ _ _ _ _ _  
3. Snow accumulntion (1676-1019) _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _  _ _ _ _  __ -___ _______. 
4. Zanzibar rain, May (1891-1019) . . . . . . . . . . . . . . . . . . . . . . .  _ _ _ _ _ _  _ _ _ _ _ _ _ _  
5. Ceylon rain, May (1876-1919) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _  _ _ _ _ _ _ _ _  

-0.38 -. 34 

mv? information of the character of the general circulation 
”hlch Wil l  later produce the monsoon rain. We have seen 
that South America pressure is representative of the 
southern oscillation, and that Zanzibar rain probably 
udicates the degree of development of the monspon C ~ C U -  
lrt?lOn. Similarly late Snow indicates a persistence of 
”‘ter Conditions and a weakened tendency toward devel- 
OPrnent of the monsoon. 

The average number of years of data on which the for- 
?hove is based is 30, and the multiple corrflation 

Coeacient is 0.58. The correlation between the predictions 
Of the formula and the actual rainfall for 1909-21 is 0.55 
(35). For 1909-27 i t  is 0.56 (51) 
* In walker’s 1914 paper (26) he discusses, besides the 
p e e  of previous pressure in India, the.influences of 

In  
SPite .of the expectation that high spring temperatme, 
@’PeC1fdly in northern India, would cause a well-developed 
410nsOOn, no relnt,ion was found. The ice data give the 
annllal number of bergs reported in the South Indian, 

south Atlantic, and the South Pacific during a broken 
Beh?5 of years from 1885-1912. No relation is found for 
lee.? the Indian Ocean, but years of many bergs in the 
picalty of Capo Horn were usually years of high pressure 3 South America and heavy monsoon rain in India. 
lnce these relations are for contemporary calendar years Of ressure, thoy do not necessady have any 

‘o‘ecWing varue Table 1, however, shows that icebergs 
In the South PaEific, December to February,. have a cor- 
relatlon of 0.38 with the southern oscillation in December 

February and 0.28 with it in the following June to 
,hU_gu$. Ice conditions were not taken into account m 

9 temperature in India and of Antarctic icebergs. 

and 

4 5  

-0.24 -0.29 --.a -. 41 
.21 .15 _ _ _ _ _ _ _ _  -.07 -_______ __-____ 

-uy ol the forecasts. 
s2*  The 1919 Fom&e -A beginning was made in 1913 

%h the examination of the factors which migh.t deter- 
‘lne the geographical distribution of the rainfall ~IL  India 
(35)* The results are given in Walker’s paper of 1922. “ Order to study the effect of previous pressure. in India 
In detad, India was divided into 16 pressure dmtricts, each 

Table I1 of the paper 
$!ve! the coefficients of May pressure in each of these 
‘tricts with tho monsoon rain (June to September) in Fh of the 33 rainfall subdivisions for 1875-1913. . The 

$ble a h  gives the coefficients of the rainfall subdivlsions 
lth Mar pressure of India tu a whole, with May pressure 

at nli?untius, and with April and May pressure in South b (Buenos Aires, Cordoba, Santiago) for 1875-19f3 ; gd With snow accumulation a t  the end of May, with 
at  Zanzibar m d  at Seychelles (both 1891-19131, pth May rain in southern Ceylon (Galle, Kalytar?, 

J$FPura, 1875-1918), and with the previous ram in $br2:’’m of the monthly percentages from October to 

The cqefficients with the pressure districts are mostly or 
$”%‘ msignificent, but the coefficients of the external 
?tors wjth the rainfall subdivisions made it possible to 

large rfgions such t,hat each is homo eneous as 

beBntrd Provinces (2 subdivisions), Eonkan, Bombay 
becca% ayderabad (2), Madras Coast North. “North- 

h l i a ”  consists of United Provinces West, Punjab 
K@shmir, Northwest Frontier Province, Rajpu taqa 
The subdivisions are weighted according to ther  
except that Punjab Southwest is given only half 

that Weight, 
(Qbalker determined the formula, (Peninsula) =0.44 
tG‘ih -America) -0.29 (Zanzibar) -0.41 (Java), on 

by 3-18 stations. 

1880-19 19). 

Zgards forecastmg. “Peninsula” consists o B Gujarat, 

’ 

” “&915 of the coefficients: 

1. Peninsula rain, June to September _ _ _ _ _ _ _ _ _ _ _ _  ~ _ _ _ _ _ _ _ _ _ - - -  1 0.47 -0.48 1 -0.46 
2. South America pressure, April and May (1876-1919) _ _ _ _ _ _ _  ___-- - - -  .07 
3. Zanzlbnr rain, hlny (1801-1010) _ _ _ _  ~ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  .24 
4. Java rain, October to February (1880-1919) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  ___----- -----+-- -------- 

-. 20 

Similarly for northwest India, (Northwest India) =0.35 
(South Bnierica) -0.21 (snow) -0.14 (Zanzibw) -0.13 
(Ceylon): 

The multiple correlations for these two formulae are 
0.73 and 0.57, respectively. 

It will be noticed tbat Mauritius May pressure does not 
enter into these formulae, for its coefficient fell so that 
with Peninsula rain it was only -0.21 for 1875-1919. 
Although the southern oscillation June to August has a 
coefficient with Mauritius of -0.56 in June to August and 
-0.27 in March to May, which seems to account for the 
weak relation between Mauritius and India. ;ah, one 
would naturally expect h g h  pressure at Mauritius to be 
associated With well-developed southeast trades and 
monsoon, and hence excess rain in Indip.. Thus the 
physical connection is not clear, and M-auritius does not 
seem a reliable indicator for India rain. Nevertheless 
it is used in the formula for Malabar. 

The snow accumulation at  the end of May in northern 
India is naturally most important for northwest India 
where it has some direct effect, its coefficient with Penin- 
sula rain being only -0.16 for 1876-1919. 

Walker has attempted no explanation for the connection 
with Java rain. Java has a coefficient of only -0.12 with 
the southern oscillation in followin June .to August, and, 

February, the latter has a persistence tdl June to August 
of 0.20. From another point of view, heavy rnin in Java 
indicates a strong northerly monsoon, and it may be 
reasonable that a strong northerly monsoon should. be 
followed by a strong southerly one in the same rogion 
(slightly substantiated by coefficients with Java rnin of 
0.18 for Darwm pressure June to August 1882-1921, and 
0.09 for Upper Burma rain June to September 1880-19191, 
and hence a weaker monsoon in India since there is 
evidence that in June to August the strongest part of the 
monsoon is often shifted either eastward or yestward. 

It has already been indicnted that Ceylon rain is largely 
of the equatorla1 type, so it is reasonable to find it asso- 
ciated negatively with the rain of most of India. 

For forecasting in Upper Burma Walker found: 

although it has 0.62 with the oscil 4 ation rn December to 

I 

b / 3 I 4  I 0 . a  1 -0.28 I -0.47 1. Uppar Burma rain, JuneSoptembor . . . . . . . . . . . . . . . . . . . . . . .  
2. India pressure, May (18761919). _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  -. 21 .39 
3. South Americn pressure, April-May (18761919) _ _ _ _ _ _ _ _ _ _ _ _  ___.---- -------- s o 3  

4. Seychelles rain, May (1801-1019) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  ------ -- -------- 
I I I 

(Upper Burma) =0.43 (India) -0.18 (South America) -0.63 
(Seychelles.) 

The multiplo correlation is 0.67. This formula is 
logical if the southem oscillation repreFents a westw y d  
displacement of the monsoon, resulting ~1 subnormal ram 
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1. Northwest India rain, June to Septem- 
ber. _______________--..________________ 

2. Equatorial pressure (1896-192’2). _ _ _ - _ _ _ _ _  
3. Cape Town pressure, September to No- 

vember (1876-1923) - _ _  - - - -. - ~ _ _  _ _  _ _ _  _ _  
4. South America pressure, April and May 

6. Dutch Harbor temperature, March to 
May (1882-1919)- . . . . . . . . . . . . . . . . . . . . .  

6. Southern Rhodesia rain, October to 
April (1899-1922) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

7. Sq~w.accumulation end of May (1876- 

(1876-1921) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

in Burma when India has an excess. Walker says that 
Seychelles is far enough east to be in the. path of the 
monsoon winds destined for Burma,, and s? gives the same 
indications for Burma that Zanzibar gwes for India. 
The June to August rains of Zanzibar and S!ychelles have 
coefficients of -0.24 and 0.22 respectively with the south- 
ern oscillation. 

Walker gives similar formulae for the summer rains in 
the subdivisions of Mysore and M a M x ~ r . ~  

Formulae are also give? for forecasting the August to 
September rain in the Peninsula and in Northwest India on 
the basis of data up to the end of July. 

I cannot find that subsequent venfications have been 
published for any of these formulae from the paper of 1922. 

3. The 1824 Formulae.-After the first two “World 
Weather” papers were prepared Walker published new 
formulae (40) which included new indices. A table gives 
the correlations between Peninsula rain and 41 factors 
0-4 quarters revious. He first gives a formula for 

following “1924 formula”: 
Peninsula rain t ased on data including 1921, and then the 

-0.42 -0.38 0.60 -0.42 _ _ _ _ _ _ _  .02 -. 46 .32 

_ _ _  _ _ _ _  _ _ _  _ _  _ _  -. 16 .26 

_ _ _ _ _ _ _  _ _ _ _ _ _ _  _ _ _ _ _ _ _  -. 48 

_ _ _ _ _ _ _  _ _ _ _ _ _ _  _ _ _ _ _ _ _  _ _ _ _ _ _ _  
_ _ _ _ _ _ _  _ _ _ _ _ _ _  _ _ _ _ _ _ _  _ _ _ _ _ _ _  

1. Peninsula rain June to September -__ - - -_  
2. Cape Town prkxure, September to No- 

vember (1876-1923) _.___ ~ _ _  _ _  _____.____ 
3. South America pressure, April to May 

4. Dutch Barbor temperature, December 

6. Java rain, October to February (1880- _ _ _  _ _ _  
6. Zanzibar district rain. May (1893-1923)- - 
7. Southern Rhodesia rain, October to 

April (1899-1922).. - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

(18764923) ___.__ ~ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  ~ ____. 

tO April (1882-1919) _ _ _ _ _  _ _ _ _  _____.____ 

1923) -_- -  --- - _ _ _ _ _  - _ _  _ _  - _ _ _ _ _  

IO 

5 

0 

5 

-10 

I I 

-0.38 0.44 -0.38 -0.36 -0.42 -0.54 

_ _ _  .___ -. 16 .38 . 10 .06 .I4 

._____. _ _ _  _ _ _ _  -.54 .04 -.16 -.40 

_____.. _ _ _ _ _  _ _  ___.___ .16 -. 04 .18 

_ _ _ _ _  - - _ _ _ _ _  _ _  _ _ _ _  _ _  - .______ .22 .08 _ _ _ _ _ _ _  ___.___ _ _ _ _ _ _ _  - -_____ .______ .I6 

_ _ _ _ _ _ _  _ _ _ _ _ _ _  _ _ _ _ _ _ _  .______ _ _ _ _ _ _  ~ _ _ _ _ _ _  
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FIQTJSE 11.-Actual rainfall departures in India, June-September and those calculated 
by 1924 formulae, In inches. Reproduced from Walker (64). 

Walker hints at  no explanation for tbe relation with 
pressure at Cape Town 9 months before, but it is sug- 
gestive of an ocean temperature effect of some kind. 

North Pacific osci whose Influence in winter is 
Dutch Harbor tem erature 1s closely associated with the 

a The foreats for Burma, Mysore, and Malabar were not sufficiently reliable and were 
soon disoontinued, according to letter from Walker dated September 3, 1938. 

strongly felt as far west as Java; but, since the oscillation 
is not defined for spring or summer, it is impossible!’ 
suggest any. exact physical connection with India mlI1. 
Light rain in Southern Rhodesia probably indicates ’ 
weak summer monsoon tendency in southern Africa, but 
again no good reason can be offered why this should be 
followed by a strong monsoon in India. 

In  this paper Walker gives a few correlations of pressfle 
gradients with Peninsula rain June to September. Onlyono 
of these is appreciable; it is -0.72 with the July pres!@ 
difference of district IX (Gujarat) less district IV 
aad Chota Nagpur). In  other words pressure is relatively 
high in eastern India and low in western India during Sua* 
mers of heavy rain, which agrees with my statement that 
the southern oscillation June to August involves a ?at* 
ward shift of tbe Asia LOW rather than an intensificatlo? 

A table gives the correlations between northwest Ind1’ 
rain and 23 factors 0-4 quarters previous. Prom these 
Walker finds: 

-0.52 
.28 

.39 

.aa 

.14 
-0  -. 40 

.os 
4. ___-- - -  
.e-* 

(Northwe& India) = -0.06 (equatorial), -0.14 (Cape TO”)’ 
-0.04 (South America), -0.24 (Dutch Harbor), -0.48 (flout’ 
ern Rhodesia), -0.30 (snow). 

t 
“Equatorial pressure” is the mean of the departures :t 

Seychelles and at Zanzibar in February to March to 
Batavia in January to April, and at Darwin in March 
May. 
months were chosen which gave the highest correldi$! 
with northwest India rain. This formula gives a 
tiple correlation of 0.76. 

The changes from the formula published in 1922 5: 
that Zanzibar rain and Ceylon rain have been droPP to 
and four new indices have been added which appb’p 
conditions a considerable time before the monsoof. OrO 
physical basis offers itself for the new indices, so tlvs I&o 
purely em irical formula does not seem to promise 

Walker ((64,) fig. 11) published a verification of the ab’@ 
two “1924 formulas,” which is reproduced here as figq; 
11. The “limits” drawn in this diagram are such the\bd 

forecast is mnde only when the indication is outside 
hmit, the forecast should be correct in sign of depart@ 
4 times out of 5. Walker says that forecasts shod d Bsg. be 
issued only when there is this 4 to 1 chance of suCcfor. 
The venfication here is for 1924-32, so that the tWoollk 
muhe give 18 cases. In  8 of these the indication 19 

The 1924 paper also gives formulae for the predict’$, 
of tho summer rain in northeast India and of the 
to September rain in the Peninsula and in northwest Italr 

The memoranda issued each ddne and August ~ O ~ o o s ,  
+g the monsoon forecast have not, with a few exceP o o ~ ’  
Included any reference to ths formulae. They have 
sisted of a statement of the conditions up to date 
as those used in the formulae), followed by a discu@~~r,l 
their slgnificance, and finally they give forecasts in &3 bef 
terms for the several major divisions of India as to whet 

The correlations between these are all high. 0 0  

than the o 7 der one. 

side the limit, but only 2 give the correct sign. ’ f l  
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1.p-- .  ________________________________________------------ 
2. Seychelles pressure, November-December (1895-1920).- 
3. Western rain. December (1892-1920) . . . . . . . . . . . . . . . . . . . .  
4. Fort Blair rain, December (1878-1920) _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
6. Rain: sum of Scychclles November-December, Zanzi- 

bar December (1892-1920) _ _ _ _ _ _ _ _ _ _  _ _ _  - _ _ _ _ _ _ _ _  _ _ _ _  _ _  

the will be early or late and above or below normal. 
says (64): “After careful scrutiny I estimate 

that of the forecasts issued before the monsoon periods 
@*, the June memoranda) from 1905 to 1932 two-thwds 

We may reasonably conclude that the 
f?recaSthg niethods in India have a small but still appre- 
I“ab1e success. But the verification of general forecasts 
Is ‘lWaYS subject to uncertainty, and therein lies the value 
Of the numerical forecasts given by the formulae. The 

success of the “formula of 1908” UP to !927 was 
gOog erndence in favor of the methods used in India. The 
vehficatlon published elsewhere in this volume, however, 

that the “fornula of 1908” has fallen down com- 
8lete1Y for the period 1922-36. The “1919 formula” and 
:924 formula’) for Peninsula rain, June to September, 

Unfortu- 
hately the verification did not cover Walker’s other for- 
Qnulae mentioned above. 
V. 

’ORECASTINC OTHER THAN FOR THE MONSOON RAINS OF 

f ‘* precipitation in  northern India.-Season@ 
F S t S  of the winter precipitation in northern India 

”@ issued regularly, just as the two summer fqre- 
Casts* These have been based chiefly on the relation 
that, if the precipitation is above normal in late fall,. it 

CoQtbue SO thoughout the winter. In  the begmmg 
were issued early in December for the Fd December to February, but these early forecasts 

It was found that December condi- e gave a better index of the succeeding weat,her, YO 
the memoranda Were issued in early January to cover 

factors utilized in &e early forecasts are the 

persistence of late fall preci itation throughout 
the hter. Walker (13) gives a tab Y e of departures of 
rawall h December and in January to February in $gab and Northwest Frontier Province for 1890-1909. 

* (‘I N@avy rain in late fall a t  Zanzibar and Seychelles ‘ favorable. Walker says (3): k? $:f:l nothing a priori improbable in a relationship between 
at Zanzibar and Seychelles and the subsequent winter 

’ eclpltation in northern India. Excess of the former would imply 
ascensional movement at the Equator and increased flow 

” the atmosphere in directions away from the Equator; and 
‘9 It ”“! kpown that the cold weather storms occur in the higher ‘* levels I t  18 natural that their vigour should be affected by an 
“crease in the supply of air from the Equator. 

(‘) :t had been shown by Eliot in 1893 that when the 
!zpltation is above normal the pressure difference be- 
top the Plains and the hill stations above them tends 
cob@ normal. Beginning in 1907 (6) a temperature 

ectl?n W a s  applied to the pressure differences. The 
i?Qelahon between the corrected ressure difference in 
fSoveolb@r with the January rainfalfis 0.5 for 18;I611906. 
P? the nature of the correction is not stated, it 1s m- 

and Hem Raj (25) found that dry gears in 
la were associated with much disturbed ‘eatlaw in the 

@bob is southern Bay of Bengal. “The phenom- 
PParently due t,o a displacement or tin extension 

19 fr ards of the equatorial belt of squally weather; and 
equentilY associated with or precedes a marked shlft 

gopthwardS .Of the usual path of winter depressions ” The Co“elatlon for 1875-1911 between Port Blair Decem- 
““% and January and February rain in northwest 

ladla lS -O.21, for January alone it is -0.42. 

correct.” 

@’@ also found to show only slight success. 

INDIA 

ere unsuccessful. 

@ Period January to March 

(‘I 
fOU0\p‘Dg. 

a persistence of sign in 15 of the 18 cases. 

Th 

$ble to discuss the significance of this relation. 
‘Orth@rn Ind’ 

0.42 0.56 -0.28 0.52 _ _ _ _ _ _  .14 -. 18 .16 _ _ _ _ _ _  ._____ 0 .34 _ _ _ _ _ _  _ _ _ _ _ _  _ _ _ _ _ _ _ _  -. 10 
_ _  _ _ _ _  - _ _ _ _  _ _ _ _  _ _ _  - _ _  _ _ _ _  

In a later forecast Walker (34) says that strong upper 
winds a t  Agra are associated with stormy mnters, so that, 
due to tho persistence tendency, stronger than normal 
winds in the late fall are usually followed by more winter 
rainfall than normal. 

In  the formula developed for the winter precipitation 
(40)’ the departure of rain in northwest India, T ,  is defined 
as the mean of the monthly departures (weighted for 
areas) of January to March in Punjnb, Korthwest Frontier 
Province, Sind, Rajputana, Gujamt, and of January to 
February in the United Provinces. The winter snow of 
the wcstern Himalayas, s, is graded on a scnle of -3 to 3. 
The standard deviations of r and s are 0.97 and 1.62, and 
the winter precipitation is defined as- 

p = r  4-0.4s 
The following formula was developed: 

1 2 1 3 1  1 6  

1, Nile flood _ _ _ _ _ _ _  ~ ____________.___--- --  ---_________________. 
2 South American pressure (1866-1908) _____________._________ 
8: Zanzibar rain, April and May (1892-1008, 11 previous scat- 

torod years $4 weight)..-. _ _  - _ _ _ - _ - _ - _ - _  - _ _ _ _ _ _ _  ~ _ _ _ _ _ _ _ _ _  
4. Snow (1876-1908,12 of these 55 weight) __.__________._._____ 

0.49 -0.44 -0.35 _ _ _ _ _ _ _ _  -. 32 -. 37 
_ _ _ _ _ _ _  ~ ~ _ _ _ _ _ _ _  -. 31 _ _ _ _ _ _ _ _  _ _ _ _ _ _ _  ~ _ _ _ _ _ _ _ _  

- 

(p) =0.28 (Seychelles pressure) +0.42 (western rain) -0.20 (Port 
Blair) +0.32 (Seychelles and Zanzibar rain). 

“Western rain” is based on the “Daily Weather Re- 
port” stations in Northwest Frontier Province, Kashmir, 
Baluchistan, Persia. The multiple correlation for the 
formula is 0.76. 

2. Nile .Rood.-In several papers Walker has published 
formulae for seasonal forecistihg in certain reiions out- 
side of India. The first of these was for the prediction 
of the ILile flood (12), of which the percentual departures 
were tabulated for 1737-1800 and 1825-1908 (11). 

Pressure a t  Cairo was in use by Lyons for forecasting 
the flood, but Walker found this pressure in April and 
May to have only slight influence. He determined tahe 
formula: 

(Nile) =0.35 (South America) -0.29 (Zanzibar) -0.13 (snow). 
The multiple correlation ie 0.69. 

3. Australia.-Northern Australia receives summer 
monsoon rains, and, due to the persistence of the southern 
oscillation from southern winter to summer, one should 
expect to be able to  forecast the rains several months in 
advance. In the first formula Walker developed (2) for 
the purpose, however, two of the three indices apply.to 
conditions mmediatel before the heavy rains begm. 

except the extreme south, though it is based on at most 22 
stations: 

This formula, which fo 9 lows, is for the whole of Australia 

4 

1. Australia rain, August to July-- _ _ _ _  _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _  -0.45 -0.31 0.37 
2. Australia pressure, October to November. _ _ _ _  - _ _ _  - _ _ _ _  _ _ _ _  _ _  _--- -- -. 08 -. 33 
3. Mauritius pressure, Octobor to Novembcr _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ - _ -  - - - - - - - -  -04 
4. Indiarain, June to September _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  I l l  ___-- - - -  -------- -------- 

I 

(Australia rain) = - 0.39 (Australia pressure) - 0.35 (Mauritius) 
$0.25 (India). 
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6 ’  -’ 
-0.56 

.os -. 06 

.w 

,_----- 

All coefficients are for the seasons ending in 1876-1904; 
the multiple correlation is 0.61. For 1905 the formula 
indicaked no departure and there was-actually a large 
defect; in the following 3 years both +dicated and actua.1 
departures were small, but agreed in sign only once. 

Later Walker and Bliss (59) gn,ve.a new formula for the 
summer rain. This time the stations are the same as 
those used in the definition of the southern oscillation; 
their number increases from 8 in the season ending in 
1871 to 29 in 1892. 

-9.5 
,32 

.40 

.@J 

___.-- 

1 2 1 3 1 4  

1. Ceara rdn, January to June _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _  
2. Santiago pressuro June to August (1860-1923) _ _ _ _ _  
3. Honolulu pressur;. June to November (1883-1923). 
4. Cape Town pressure, September to November 

(1875-1923) _.__ . . ~ - - - _ _  - - - ~ ~ - _ _  - - - _ _ _  _ _  _ _  _ _  - _ _ _  _ _  
6. Eouthern Rhode&~ rain, July to November (1898- 

1923) - _ _  - - - - _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _  _ _ _ _ _ _ _ _  _ _  
6. Et. Helena wlnd velocity, Soptambor to November 

(1803-1923) _____________-- -  ~ __ -____-_-_-_  - ------- 

1. Northenst Australia rain, October to April.---- ---_-_---___ 0.02 -0.74 0.52 
2. Ronolulu pressure. March to August (1883-1927) _ _ _ _ _ _ _ _ _ _ _  I _ _ _ _ _ _ _ _  1 .68 I .48 
3. Darwin pressure, June to August (1882-1927) .-------_---___ _ _ _ _ _  _ _ _  ~ _ _ _ _ _ _ _  -. 60 
4. Cordoba and SantIagO Pressure, June to August (1870-1927). _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  

0.62 0.38 -0.40 _ _ _ _ _ _  .62 -.02 _ _ _ _ _ _  _____. .OO 

_ _ _ _ _ _  _ _ _ _  _ _  
_ _ _ _ _ _  _ _ _ _ _ _  
---_-_ -- ---- 

(Northeast Australia) =0.25 (Honolulu) -0.53 (Darwin) +0.14 

The multipIe correlation is 0.79 
(South America). 

~~ 

1. Southwest Canada temperature, December to 
February ._________________________^_____ ~ _ _ _ _ _ _ _ _  -0.66 

2. Honolulu pressure, June to August ~ _ _ _ _ _ _ - -  
3. Darwin pressure, June to August _ _ _ _ _ - _ - _ _ _ _ _ _ _ _ _ _ _  ____----  
4. Monsoon rain. ~ - - - - -  - --_._ ~ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ -  
6. Madrss temperature, June to August _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  

4. America.-In the same paper Walker and Bliss give 
R formula for the prediction of winter temperature in 
southwest Canada (Calgary, Edmonton, Prince Albert, 
Qu’ Appelle, Winnipeg). 

~ ~~~ 

2 3  4 6  ---- 
0.62 -0.60 0.68 -. 62 . 64 -. 66 

----__-_ -. 64 .72 _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  -. M) _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  _ _ _ _ _ _ _  

I. Dawson temperature, December to February _ _ _ _ - -  
2. Honolulu pressure, June to August.--- ----- -- - -__--  
3. South American pressure. June to August - - - - - -____ 
4. Zanzibar prossure, June to August _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _  
6. Varwln prcssurc, June to August _ _ _ _ _ - _ _ _ - _ _ _ _ _ _ _ _ _  

(Southwest Canada)= -0.15 (Honolulu) f0.24 (Darwin) -0.30 
(monsoon) $0.17 (Madras). 

-0.60 -0.64 0.64 0.48 
__------ .68 -. 26 -. 62 ____- - - -  _ _ _ _ _ _ _  ~ -. 24 -. 52 _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  .% _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  ~ ______. _ _ _ _ _ _ _  

“Monsoon” is the mean of the proportional departures 
of the June to September rains in tho Peninsula and in 
Northwest India and of the Nile flood. The coefficients 
are based on tke seasons ending in 1885-1928. The 
multiple correlation is 0.72. A similar formula omittin 
Madras gives 0.71. The indices are closely connecte 
with the southern oscillation June to August, which 
persists to December to Februarx, and in the latter period 
the oscillation is associated mth  low tempemture in 
western Canada. (See figs. 3 and 4,) 

A formula is also given for Dawson winter temperature, 
which involves the same principles: 

2 

12)5)(1- 6 

(Damson) = -0.26 (Honolulu) -0.26 (South America) +0.39 
(Zanzibar) +0.07 (Darwin). 

The coefficients are all based on the seasons ending in 
1902-1925, and the multiplo correlation is 0.72. The 
forecast for 1926 was normal and an excess of 14’ occurred, 
which was the highest on record; for 1927 tho forecast - 
was perfect. 

I n  this same paper by Walker and Bliss a formula is 
given for predicting the summer r a m  of South Africa. 
In another paper (53) Wdlror gives the following 

formula for the rain in Ceara., which he tabulated in per- 
centages of normal for 1866-1926. 

l-l-l- 

(Ceara) =0.44 (Santiago) +0.20 (Honolulu) -0.10 (Cape ‘I‘ofl’’ 
-0.42 (Southern Rhodesia) -0.22 (St. Helena). 

The first three indices in this formula are essentid3’ ’ 
measure of the southern oscillation, and their value must 
lie in the persistence of the oscillation. Though Con* 
nections with the last two indices seem plausible, t\; 
nature of the relations is not suggested. 
is impossible to trace the exact physical connection bO- 
tween the indices and Ceara rain, because not even 

to nature of the rain is known. 
5. Verifications.-I cannot find that verifications UP 

date of the formulae above have been published.. B$ 
Walker (57) states briefly the results of verificatio~s 
certain of the formulae mentioned in this chapter fin! Of 
the “1924 formulae” for the India monsoon. He mentions t 
only the cases where the indicated departure was @‘!*g 
enough to give a 4 to 1 chance of success in forecasw 
the sign of departure. Of the 12 such cases, which ’“ 
treated collectively, 6 were correct, 5 wrong, 1 neUtr$ 
But it should be remembered that the coefficie?tssigs 
which the formulae are based were selected for theircor. 
from the significant factors and hence the multipleBbly 
relation “instead of being, say 0.75, is in reality probBUar 
between 0.65 and 0.7. It seems wiser to adopt the sm ted 
value * * * Fnd so there must be a larger indica 
departure to justify the issue of a prediction, namely of: 
times the standard deviation instead of 0.56 ti11109 

which 5 are right, 2 wrong and 1 neutral.” 

At any rat0 

Accordingly instead of 12 cases there are only 8, OU t of 

VI. BUMMARY 

1 The above report is a summary, to some extent ofit%! 
of Walker’s various studies, and it would not be WO rtJ 
while to condense each item further. For the &@of 
scope of his work the reader is referred to the T@:w 
Contents (note that the chapter on climatolo 
cluded ns a background for understanding 
work, and docs not represent a contribution by I@)& 

It is best here to focus attention on Walker’s fi- 
important contribution, namely his studies C O I I ~ ~ @ ’ ~  
the three oscillations. The North Atlantic oscl!lati$ 
is a tendency for subnormal pressures in the reg3~<0v0 
the Icelandic LOW to be accompanied by pressure. t i o ~  
normal in the subtropics and vice versa. This o s d a  
has been numerically defined, for each quarter. Of 
year separately by means of formulae involvlagoi,aS 
quarterly departures from normal of meteorolot.O$ 
phenomena at specific stations. The resulting nuZogy 
cal values have in turn been correlated with meteorbsiag 
cal phenomena at  many stations, the coefficientsr Oa,$ 
plotted on separate charts for each quarter and. f9tRWOp 
of the elements pressure, temperature and preclpl Tbefo 
(See 1 and charts in “World Weather VI”.) bv; 
ch+rts present in detail the relationships involved ifctp 
oscdlation. They may be regarded as giving a P oP 
of. th,e most likely deviations from normal over the $$d 
w1th.m and adjoining the North Atlantic Ocean 
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conditions However, the persistence tendency 
pf North Atla,ntic oscillation is too slight to be of use 
Q forecasting. 

The-North Pacific oscillation is similar to the North 
Atlantw. It has been numerically defined for the winter 

and the correlations with it are shown in figure 2. 
It has not been studied for the other quarters. 
e The southern oscillation is a tendency for high pressup 
In the South Pacific to be accompanied by low pressure q 
the Indian Ocean and vice versa It has been numen- 
pallJ’ defined for each quarter and the correlations with 
It are shown in figures 3 , 4  and charts in “World Weather 
”*” Its influence is not limited to the Southern Hemi- 
sphere but extends markedly into certain regions of the 

Hemisphere. The persistence tendency of this 
oSC1llation is shown by the following coefficients between 
the Successive quarters. 
D 
Mecember to February with March to May ________- - - - - -  -- 0. 68 
J arch to May with June to August- - - _ _ _ _ _ _ _ _ _ _ _ _ _ - _ - _ _ _  . 6 2  

t o  August with September to November--- _ _  --------- . 8 2  
eptember to  November with December to February- - - - - - - . 9 0  

C ,?’elations with the oscillation of Drevious and subse- 
zuent conditions are shown in figur& 5,  8 and charts in 

As regards the seasonal forecasting for India by Walker 
‘Ql h1S predecessors and successors, the success achieved ‘ ?ot striking. Homwrer, his studies concerning the 
o?cfllations, especially his discoveries of a strong per- 
?!@nCe of the southern oscillation and of the influence of 

"rid Weather VI.” 

“w Op5llation in the Northern Hemisphere, indicate 
that similar methods might lead to seasonal forecasts of 

for North America. 
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boring mountain areas during the cold weather of 1907-0s. 
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before the advance of the sonthwest monsoon of 1912. 
siiia: p. 1-3 (1912). 

Memorandum on the monsoon conditions prevailing during 
June and Julv, with anticipations for August and September, 
1912. Simla,‘p. 1-4 (1912). 

Met. Dept. 21, part 111, 1-110 (1913). 

- 

Data of heavy rainfall over short periods in India. Mem. India 

Monthlv and annual rainfall normals. Mem. India Met. Dept. 
is. 1-201 11913). - - ,  - - - -  .-- --, - 

Monthly and annual normals of number of rainy days. Mem. 
India Met. Dept. 22, 203-403 (1913). 

(and R. B. Hem- Raj). The cold-weather storms of northern 
Mem. India Met. DeDt. 21. Dart VII. 1-12 (1913). India. _.._ . 

A further study of the relationsh’ips witli Indian monsoon rain- 

Correlation in seasonal variations of weather, 111. On the 
fall. Mem. India Met. Dept. 21, part VIII ,  1-12 (1914). 

criterion for the reality of relationships or periodiclties. 
Mem. India Met. Dept. 21, part IX, 12-15 (1914). 

Monthly and annual normals of pressure, temperature, relative 
humiditv. vanour tension and cloud. Mem. India Met. 
Dept. 2i1’411-5O3 (1914). 

and rainfall. 
Correlation in sea.sona1 variation of weather, IV. Sunspots 

Mem. India Met. Dept. 81, part X, 17-60 
(1915). 

Sunspots 
and temperature. Mem. India Met. Dcpt. 21, part XI, 

Sunspots 
and pressure. Mem. India Met. Dept. %I,  part XII, 91-118 
(1915). 

Q,. J. R. M. S., 

Correlation in seasonal variations of weather, V. 

Correlation in seaeonal variations of weather, VI. 

Correlation in scasonal variations of weather. 

61-90 (1915). 

43, 218-219 (1917). 

44,  223-224 (191s). 
Correlation in seasonal variations of weather. Q. J. R. M. S., 

Memorandum on the probable character of the weather in 
northwest India in January and February, 1920. Delhi 
(1 wn) \-”--,. 

Correlation in seasonal variations of weather, VII. Tho local 
distribution of inonsoon rainfall. Mem. India Met. Dept. 
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-1908 (Walker) 
India rain= -0.20 Northwest India snow accumulation, end - 

of May. Snow _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1870 _ _ _ _ _ _ _ _ _ _ _ _ _  -0.30 
Mauritius. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1876 _ _ _ _ _ _ _ _ _  _ _ _ _  -. 30 
South America _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1875 _ _ _ _ _ _ _ _ _ _ _ _ _  +. 42 

-0.29 Mauritius pressure, May. 
$0.28 
-0.12 Zanzibar _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  28 years ______-_-  -.31 Sou6h America pressure, March to May. 

Zanzibar rain, April and May. 

1 9 w  

1930 _ _ _ _ _ _ _ _ _ _ _  -0.69 
1936 ______- -_- -  -. 09 
1930 -_-------- - +. 42 
1935 _________.- +.06 

~ ~ ~ ~ 5 ~ ~ $ h  for the periods 1909-27, of $0.55 (1) 
South Amerlca _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1875 +0.47 

-. 45 1 gives the actual rainfall departures and those ............................................. ;$: 
-’48 

I936 +0.47 
-. 16 %: 1 +.14 



The 19-34 Formula, for which Walker published plotted 
values up t-o 1932 (3), is (6): 
Peninsula rain= -0. 22 Cape Town pressure, September to No- 

+. 20 South America prcssure, April to May. -. 12 Dutch Harbor temperature, December to  

-. 24 Java rain, October to  February. -. 32 Zanzibar District rain, May. -. 26 Southern Rhodesia rain, October to April. 
The multiple correlation for 1875-1923 is 4-0.76. The 
computed values for 1924-36 are given in table 2;  their 
correlation with actual is +0.12. The individual corre- 
lations are: 

vember. 

April. 

Cape Town _ _ _ _  - - - ___---_---__ __-__ ~ 

South Amcrica _______---_-_-___-____ 
Dutch Harbor _ _ _ _ _ _ _ - -  - - - - -_-______ 
Java.. _ _ _ _  _ _ _  . . . . . . . . . . . . . . . . . . . . . . .  
Zanzibar district .................... 
Southern RhOdCSla.-..--.---..------ 

I 

Walker 

1876-1023 _ _ _ _  _ _ _ _ _ _ _ _ _ _  -0.38 1024-38 -0.06 
1875-1023 _ _ _ _ _ _ _ _ _ _ _ _ _ _  +. 44 1024-36 +.43 
36 years _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -.38 1920-36 -.33 
1880-1023 _ _ _ _ _ _ _ _ _ _ _ _ _ _  -.36 1924-36 t -.08 
1803-1023 _ _ _ _ _ _ _ _ _ _ _ _ _ _  -. 42 1024-35 +. 3a 
1899-1022 _ _ _ _ _ _ _ _ _ _ _ _ _ _  -.60 1023-36 -.40 

F 1 Each coeflcient has been computed from the means and standard deviations for the 
series of the correlation only. Since Java rain was bolow normal in all of thc years 1924-36 
except one, and peninsula rain averaged nearly an inch abovo normal this particular 
mfflcient may be misleading. For 1924-36 when based on means anditandard devla- 
tions of the total serlos up to 1036, it bccom& -0.17. 

Besides South America, Dutch Harbor and Southern 
Rhodesia have essentially maintained their original cor- 
relation. 

TABLE l.--Pormda of 1908. Departures from normal in inches, 
India rain, June to September 

Actual l- Calculated 

+l. 60 
3.1.31 +. 74 
4-1.03 -. 69 +. 64 
-1.43 
4-4.15 
+3.43 +. 61 
-1.70 
-1.90 
f3.40 -. 39 

+l. 60 
4-3.13 
-1.64 
+2.62 -. 80 
-1.61 -.n -. 78 
+l. 42 
-1.14 
+5.10 
+l. 84 +. 74 
4-1.05 

:alculatod 

-1.16 +. 24 
+l. 04 
+l. 16 -. 32 +. 67 
-I-2.32 -. 08 -. 43 -. 63 -. 80 -. 60 
-1.47 -. 16 

Considering the three formulae together, eight different 
factors have been utilized toward predicting the monSOOD 
rain in India. The verification shows that four of these 
relationships are negligible for recent years, one bas 
reversed its sign, but three have stood up. Thus, in spits 
of the very slight success attained by the three forndae 

one could now be derived. 

TABLE 2.-Departures from normal in inches of India Peninsula rai” 

above, it seems possible that a somewhat more success fd 

June to September 

Actual 

-10.0 +. 1 
-3.0 -. 3 
-2.7 
-3.6 
+2.4 
+3. 6 
-. 1 

-3.8 
-. 0 

4-4.8 
f l .  1 
4-7.6 
$4.4 +. 5 
-1.0 

(4) 

(5) 

1919 
formula 

-1.0 
-1.1 
1-3.3 
4-58 +o. 4 
+l. 5 +o. 7 
+4.9 
+l. 7 
+5.7 

+11.4 
+4.0 
+I. 7 
+7.7 -. 8 
-5.8 
f .  1 
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REPORT ON THE WORK OF S. K. S A W R  OF INDIA 
By R. B. MONTQOMERY 

Only two of Savur’s papers need be discussed here. In 
One Of these (1) he compares the coefficients used by 
PVall~er for the “1924 formulae” with the same coefficients 

Th? coefficients with Peninsula rain June-September, used 
from data. up to 1930. 

the formula for it, are as follows: 
1 

-0 38 -0 36 -0.16 : H I  : 4 3 )  .s 

-. 36 -. 08 

The rnulti le correlation has fallen from 0.76 for the 
lgZq fOmufap9 to 0.69 for the “1930 formula ” 
Be applies a test by Fisher and finds that there is only 

a 5-?erCent chance that in the long run the multiple cor- :!:% 0.69 will fall as low ae 0.45. Also, there i s p d y  
Percent chance that the individual 1930 coefficients 

Z$::ll to the values g iven in the last column of the table 
!avur* From this test, which he considers very stringent, 

Concludes that the individual correlations are dl 
’@@‘ant and that the multiple correlation will fall .only 
bsomewhat further.” This conclusion is not lustlfied, 

Fisher’s test applies to coefficients chosen at ‘andoFj from not to coefficients chosen because of their size s7 large number. 
’mdarlY the coefficients with northwest India rain 

\ SePtember are: 

To 1822 

-0.42 

I -.38 
2. w 

J -.42 -. 62 
I -.40 

To 1828 

-0.35 

-. 84 
.61 -. 32 -. 38 -. 34 

i porcent 

-0.07 

-. 12 . a3 
-.OS -. 10 -. 12 

The coefficients with north India winter precipitation 
are: 

From- To 1820 To 1930 (ipercent I-1-1-1- 
Seycbclles rcssure, November to Dcccmbor. 0.13 . 00 
Port Blair raln, December-. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ -  

.08 
Westcrn rayn, December . . . . . . . . . . . . . . . . . . . . .  
Seychellcs and Zanzibar rain _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

The multiple correlation fell from 0.76 to 0.54 and 
there is n 5 percent chance that it will fall further to 0.22. 
Savur believes this formula to be significant also. 

The coefficient between Port Blair December rain and 
northwest India January and February rain was -0.21 
for data up to 1913, so this relation has remained very 
constant, although small. It is strange that the coefficient 
which has decreased least and which is largest in 1930 is 
that for Seychelles pressure, which is the only one for 
which Walker has offered no explanation. 

Summarizing the results, Savur says: 
Taking the factors as a whole it is not a little surprising that only 

7 out of 28 factors have been found by this stringent test likely to 
become insignificant in the long run, * * *. The selection is a 
remarkable achievement and is no doubt due, in a large memure, to 
Walker’s intensive study of the influence of a large number of factors 
on world weather as revealed in the Memoirs published by him 
from time to time. 

It is difficult to gain from this paper a clear impression 
of the performance of the various factors, because Savur 
merely compares Walker’s correlation coefficients (for 
the original “selection” series) with the corresponding 
coefficients for the entire series to date, instead of with the 
subsequent series. alone. In  the other paper, discussed 
below, this defect is remedied for some of tlie factors. 

In the later paper (9) Savur applies the Performance 
Test, as published by.Normand in 1932, (5) to the “1924 
formulae.” In  applymg this test the entire data for each 
factor are divided into two series, the “selection” series 
covering the years which wore used in tho selection of 
factors for the formula, the “test” series covering the 
subsequent years (including 1933 for the summer formulae 
nnd 1934 for the winter one). 

According 
to the first a factor is significant if it has an a priori prob- 
ability (physical basis), and if the correlation coefficient 
with the factor forecast for the entire series is not below 
the level of significance adopted by the India Meteorologi- 
cal Department, namely three times the probable error. 
According to the second method, in which the factor was 
originally- chose? merely because of a high correlation for 
the selectipn series, the test series is considered a rnnd:m 
sample; “if the signs (of the correlations for both series) 
are the same, the corresponding factor has a considerable 
chance of being significant, the chance increasing with the 
manrutudo of tho test” correlation: otliorwiso it is probnbb’ 

The test is applied in either of Lwo methods. 

in sknificant . 
Sayur’s results are reproduced in tables 1-3. H e  does 

not glve correlations for both entire and tost series, but 
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CapeTown _ _ _ _ _ _ _ _ _ _ _ _ _ _  
South America _ _ _ _ _ _ _ _ _ _  
Dutch Harbor _ _ _ _ _ _ _ _ _ _ _  
Java . . . . . . . . . . . . . . . . . . . . .  
Zanzibar distrlct _______- -  
Southern Rhodesia ...--. 

only one or the other according as he uses the first or 
second method. 

TABLE 1.-India Peninsula rain, June to September 

-0.38 0.02 T 1024-33 0.25 Insignificant. 
.44 .40 E 1875-1033 .OS Sipificant. 

-.38 -.n T 1920-33 .I9 Do. 
-.36 -.21 T 1924-33 .24 Do. -. 42 .39 T 1924-33 .21 Insigniffcant. 
--.W -.45 T 1923-33 .19 Signiflcant. 

Prob- Selec- Test or Type 

series r series r series 
Factor 1 tion 1 entire 1 of (Datausedl 1 Conclusion 

Equatorfslpressure _ _ _ _ _ _  
Cape Town.. _ _ _ _ _ _ _ _ _ _ _ _  
8outh Amorica. _ _ _ _ _ _ _ _ _  
Dutch Harbor. _ _ _ _ _ _ _ _ _ _  
Southern Rhodesia _ _ _ _ _ _  
SUOW - _ _ - - _ _ - _ - _ _ _ - _ _ _ _ _ _  

-0.42 0.03 T 1923-33 0.23 
-.38 .03 T 1024-33 .25 

.50 .47 E 1875-1033 .07 -. 42 .27 T 192033 .19 -. 52 I-. 28 T 1923-33 .22 
-.40 -.32 E 18751033 .M) 

~- ~ 

T h B L E  Z.--Northwest India rain, June to September 

Equatorfslpressure _ _ _ _ _ _  
Cape Town.. _ _ _ _ _ _ _ _ _ _ _ _  
8outhAmorica. _ _ _ _ _ _ _ _  I 
Dutch Harbor. _ _ _ _ _ _ _ _ _ _  

Prob- 1 tion I entire I of 1 Datausedl t2g 
of r 

Selec- Test or Type 

series r series r series 
Factor 

-0.42 0.03 T 1923-33 0.23 I 1875-1033 1 :;! -. 38 1024-33 

-. 42 192033 .19 .50 I rl! 1 
Southern Rhodesia _ _ _ _ _ _  
Snow _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

- 52 1- 28 T 1923-33 .22 1 -:40 I -:32 1 E 1 18751033 I .M) 
I I I I I 

1 The published value fs 4-0.28, assumed to be a misprint of sign. 

TABLE 3.--North India winter precipitation 

Conclusion 

Insignificant. 
Do. 

Signlflcant. 
Insignificant. 
Signiflcant. 

Do. 

Prob- Selee Test or Type 

series r series r series 
Factor 1 tion 1 entiro 1 of /Datauscd/ I Conclusion 

The other three formu’ae may be summarized as follows: 
Northeaet India rain, June to September, both factors insignificant. 
Peninsula rain, August to September, all five factors significant. 
Northwest India rain, August to September, all five factors 

There are several objections to Savur’s treatment in 
significant. 

this later paper: 
1. .For each of the factors falling under the first method 

he gives the basis for the a pnori probability. In  the 

case of the relation between peninsula rain and SOUth 
America pressura: this is merely that the Loclcyers first 
noticed an inverse relationship between pressures in the 
two regions, which suggested a relationship with Ind1’ 
ram. But no physical basis for this has ever been ad- 
vanced. His choice of the first or second method in each 
case therefore seems quite arbitrary if not incorrect. 

2. In the first method he makes no use of the relative 
values of the correlation found for the selection and test 
series. It would be well, for instance, to consider the 
correlation. between north India winter precipitation and 
western ram for the test series 1921-34. 

3. Under the second method he calls the test series ’ 
random sample. But, if the correlations for t.he select1oD 
and test series merely agree in sign, the factor is caged 
significant-an obvious contradiction. As an examP”’ 
the correlation between peninsula rain, June to September’ 
and Java for the test period is less than its probable 
hence it could not justly be considerud significant. For 
the series 1924-36, I have found this coefficient to be 
only -0.08. 
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I.  INTRODUCTION 

PREFACHl 

‘ The.number of authors who have studied possible rela- 
?‘hS between polar ice and weather is considerable. 

therefore thought it best to consider the various papers ::ckF subject not according to their origin but rather 
I3 %Z. to the type of relationship that is involved. 

in the main, the relationships appear to form a 
:tQewhat unified picture, an attempt was made to treat‘ 
k$:haf a Whole. With the exception of a few attempts 

made to clarify certain results, the discussion in 
sections bQ,tS A and B and some remarks a t  the end, the !on- 
kl-&,h if this report represent only those contributions 

studied. 

It is held (1, 2) that an increase or decrease in the 
Put of ice in pQl&r regions, in addition to affecting 

e wQather in the ice area, also has a marked effect %,“h!‘ weather of the regions adjoining the ice area and, 
yh bectlY, also on the weather of more distant regons. 
ab:gen@ral effect to be expected from an increase in the 
1 of ice is a lowering of temperature of the over- $ng %and also of that of adjoining regions, because of 
b;p”Pb1litY of the air. A study of continentalit made 

1”” $:least 500 miles away from the edge of t i e  ice. Thus, 
‘mount of ice in polar re iops increases the zone of 

t>d.temPerature is also disp s aced equatorward. Cor- Bb{Fztut; the fall in temperature a rise in pressure 

Is held bY Wiese (2) that, because of the drag ekerted 
drifp0l?Fg ice on Water, an extended and continuous 

Ice from polar to lower latitudes is responsible 
a large amount of cold but relatively nonsaline and 

k h t  Water reaching the lower latitudes. Further, $?ding to HeUand-Hansen and Nansen (3, p. 356) “the 
bat,!$!J’hm$rg, form surface layer of light and cold 

prevent contact between the ice and the 
‘%I Salille Water.” Again, when the ice melts, a large 

Of cold water is liberated and the surface of the 

GENERAL D16CU86ION 

‘ng rooks (1) indicates that there is an ap reciab 9 e cool- 
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ocean is cooled. Since the added water is considerably 
lighter than the saline ocean water, there is thus formed a 
relatively stable stratification. In  other words, the effect 
of the ice, of the cold polnr water which the iqe brings 
with it, and of the cold water which forms as the ice melts 
tends to persist. As a consequence the pressure over the 
colder surface becomes and tends to remain relatively 
high; the pressure distribution is thereby changed, which, 
in turn, must affect to some extent the distribution of 
pressure over more distant regions. Moreover, some of 
the cold water is carried by wmds and ocean currents to 
lower latitudes so that the effects described above probably 
extend over a large area. It is held (4) that the large 
temperature differences set up by the diivhg of cold polar 
water intp warm ocean currents favor the development 
of cyclonic depressions. Consequently the lows should 
tend to change their mean course in response to the 
equatorward displacement of the mixing zone of cold and 
warm waters. 

In  addition to the “direct” role played by ice in the 
weather, it is held by Wiese (5, 6) that the state of ice in 
polar regions reflects the intensity of the general atmos- 
pheric circulation and therefore can serve as an indication 
of the weather throughout the world. Wiese’s thesis 
that the amount of ice reflects the intensity of the general 
circulation is based on the hypothesis that a large amount 
of ice in polar regions is associated mbh a weakening of 
the general circulation. Presumably, as the intensity of 
the atmospheric circulation decreases, the traPspoFt of 
warm air to polar regions from lower latitudes dunimshes. 
In  addition to the direct loss of heat, the effect of a 
diminished transport of warm, moist air is a marked loss 
of heat through radiation from the snow surface due to a 
lesser amount of water qapor and- clouds present in the 
atmosphere. The result is a lqwemg of temperature and 
an increase in !he amount of ice. This will be followed 
by a general rise of pressure in the polar region:. The 
opposite cpnditiqn will be espected to arise with an 
increased cvculation. 

In  line mth  the above assumption of EL decreased inten- 
sit, of the general circulation there is to be erpected .a 

tudes and thus a general weakening of barometric grad- 
ients. One might expect, therefore, the pressup differ- 
ence between the Icelandic low and the Azores high to be 
smaller with a weakened circulation, or, presumably, with 
a large amount of ice in polar regions. Similarly, because 
of dminished general convection m equatorial regions, 
there would be expected a decrease of rainfall in 10.w 
latitudes, although this may be offset by an increase m 
local convectiye showers. 

In considerug polar ice as a possible fnctor in the 
weather it was thought desirable to treat separately .the 
relationships between ice and the weather in its iinmedlate 
vicinity and the relationships involving the world weather 
n t large. 

some sort of a physical basis, there will be treat$ re ation- 
ships which, because of statistical consxderatlons, might 

1 

fa1 i of pressure in the high-pressure cells of middle lati- 

s h?ve In addition to tho relationships which presulnabl 
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be expected to have a certain reality. These relation- 
ships are between ice and Walker’s oscillations. For 
definition of oscillations see Walker’s papers llsted in the 
bibliography and especially the “Repqrt o? the work of 
G. T. Walker” by R. B. Montgomery, in ths volume. 

F’inally there will be considered re!atio.nships between 
ice and meteorological elements which mvolve no hy- 
pothssis as to cause and effect. 

Further it appeared that there are two l h d s  of ice in 
the oceans, sea ice and land 1c.e (icebergs). Their sig- 
nificance in relation to weather is d8erent and therefore 
they will have to be trc+ted.separately. However, very 
few relationships involvipg icebergs have been studied, 
and since no physical basis appears to have been claimed 
for these relationships they w d  be treated together. 

Accordingly, there will be surveyed in this report re- 
lationships between sea ice and (A) the weather of adjacent 
regions, (B) world weather m accordance with Wiese’s 
hypothesis and Walker’s oscillations, (C) meteorological 
elements without reference to aDy particular scheme, and 
finally (D) relationships between icebergs and weather, 

CHARACTER OF T H E  ZCB DATA 

It appears from a number of investigations that polar 
ice is a very complex phenomenon and a t  present is little 
understood (7). Tbis is to some extent due to the rather 
limited and apparently meagre ice observations. It may 
be said however that the ice, in addition to the seasonal 
variation, also frequently undergoes large variations from 
one year to another. “Ice” in polar regions re€ers to the 
large or small bodies of floating ice originating on the 
ocean surfaco. “Icebergs,” which are also found floating 
in the oceans, refer to fresh water or land (glacier) ice. 
The two must be considered separately. 

Sea &.-The main body of sea ice in the northern 
hemisphere is the thick “compact” sheet ice found in the 
Arctic Ocean; in the Southern Hemisphere, it is the 
sheet ice in the seas bordering the ice and snow covered 
Antarctic continent. Next to the “solid” ice pack, going 
equatorward, there lies a zone, in some laces hundreds 

only the cold season and by more or less broke;n ice dur- 
ing tho warm season. This zone, called the fnnge of the 
pack, shrinks in the late summer and fall and widens in 
winter and spring. In the latter period it reaches, in the 
northern hemisphere, to the northern coast of Asia, and 
severaI hundred miles into the open Atlantic and Pacific. 

Another solme of ice is the coastal regions in the polar 
latitudes. In  tho shallow bays and inlets and along the 
shstllow but often very wide stretch of coastal waters the 
water, in the cold season, often freezes clear to the bot- 
tom, thus becoming fast to the shore. The ice then 
proceeds to grow out into the sea for a considerable dis- 
tance, in some cases hundreds of miles (North Siberian 
Shelf), although the portion attached to the bottom is 
probably generally confined to n narrow belt near the 
shore. With the approach of summer, the outer portion 
is the first to break off and drift away, Next the ice ex- 
tending from the surface to the bottom separates from 
the shore and the ocean floor, drifting away. It often 
happens, however, that the fast ice persists through the 
summer. Then open water can be observed far out in 
the sea while the coast.and bpys remain ice bound. 

The semi- 
permanent character of tho polar ice pack indicates in- 
tensive growth of ice and a thickness of several meters. 
The ice that forms in th? open seas a t  1owe.r latitudes, 
where i t  persists only dunng the cold season, is relatively 

of miles wide, which is covcred by “so P id” ice during 

The tliiclrness of the ice varies considerably. 

thin, its verticnl growth depending on the shallowness. Of 
the ocean over which it forms. 
Shelf, for example, the ice is usually very thick while tb: 
ice forming over Greenland Sea is usually less than 
meter deep. 

An important factor in the thickness of sea ice and also 
a far-reaching factor in the ice distribution is the alfloSt 
contmuous movement of the ice. Tho movement is 
termined by forces which vary with the particular locs* 
tion and with the general circulation of the hydrosphefO 
and atmosphere. Thus various portions of the pack 
subject to different forces so that their direction 
movement must vary too. As a result, there is a COD’ 
tinual rearrangement of ice taking place within the Pac*’ 
but mainly along its fringe, where the forces actrpg are 
more intensive and divergent. This is accompanied by 

Over the North 

LIMITS OF POLAR ICE IN APRIL FROM 
OBSERVATIONS, 1898-1913 

- Avar6ge - - Maximum - - - Minimum Aat.t.k.1, Extreme limit3 o / iceborp 

FIOURE 1.-Roproduoad from Bhew’s Manual of Mohorology. 

numerous breaks in the “solid” ice and the formdJo’~O 
areas of open water. At the same time, pieces of iCs 
heaped up one on top of another. to 

It can be seen that the effect of these forces is aFgef 
cause ice from the fringe of the pack to be driven to 

into the pa,clr. Thus there is a continual replacern@:+ 
ice along the fringe. The process, however, is not dj’ 
form. The feeding of ice into the pack takes plats I@ ;u& 
in the early part of the cold season while the d1sgofg 

Of’ 
In additlon to the varying movement of individuaiiol0 

tions of the pack there is a general slow drift of the, tb8 
pack from east to west. In  the North Polar Basra d 
Greenland Sea which is the main outlet for north 
ice into warm waters. Thus the pack continuall9 $0 
itself and it is estimated that the avorage life Of tb~ooih 
from this pack is less than 5 years. In s0m0 r@ 
however, the ice may attain a much greater age. 

. of 

latitudes and for ico from lower latitudes to be dPQ2 

occurs rnpiply in the warm part of the year. 

entire pack appears to move from Bering Strait to$$ 
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The sea ice that is met with in the lower latitudes of the 
folw is therefore generally composed of fragments 
roQ the heavy po1a.r pack (old thick ice) that are carried 

down bY Wind and ocean currents, relatively thin (young) 
Ice w h h  forms locally in the winter and spring dong the put@? edge of the frmge, fast ice of varying thickness beam& the shore, and finally ice of all these types which 

as d?fted (in Some regions) from the noiglibouring seas. 
vanation in ice conditions.-In addition to the large :-! variation in amount of sea ice, as observed from 
e Position of the "fringe" of the ice pack, and from ice 

19ing Offshore, there is also a large, irregular year-to-year 
Fuat1on.  See fig. 1 reproduced from (54). Thus in 
t p t s  Sea, this variation amounts to hundreds of 

Ousands of square kilometers. In  the table below 
(ryp?oduced from \Viese (8)) are g iven the maximum and 

areas occupied by ice over a period of about % 
2o Pears. 

of area covered by ice in Barenls Sea (1896-1916) in 
&El 

1,000 square kilometers 

le:% in Greenland Sea, though progortionately 
' 1s actually larger, for the total area involved !S 

gre>ter* The maximum variation in the total area .IS 
estllnated to be 800,000 square kilometers. Again, 

years Iceland has been known to be completply 
of s9°un&d by ice in winter and spring except for aportion 

lts west coast, wllile in others only a little ice was 
Observed off its northern shores. "'ke the case of temperature or of pressure no accurate Fd '?h'm index has been as yet developed for the 
Oter%ation of ice conditions.' The lack of an accurate 

14d?x due largely to the impossibility of observing the 
Or won a large part of the ice-covered area of the ''Iar Until recently, in the Northern Hcrnisphere, 

only-certain parts of the fringe of the Arctic pack had been 
But even here the ice-covered area W ~ S  esti- 

ed Qo8tly from observations a t  the outer fringe. Only 
hat 

better observations become available. These 
N Obtamed by relatively frequent airplane fllghts from 

OrtherQ Siberia. In  the Southern Hemisphere, the 
;kE:v?tiOns are more meagre and inadequat'e. With the 
hf pt109 of the South Orlcneys only very fragmentary 
? e b l S .  ?lQatlon exists about ice conditions in the Antarctic 

Vq. lack of uniformity of the index of ice is due to the 
d'*W .character of the observations. These can be 

mto two distinct types, one of ice observed from 
bhish?res of the islands or the mainland off the copst pf 
theCh It lies, the other of ice observed by ships ply~?g 
OVepP0lnr fleas. The first type refers to ice conditions 
see J ,  a COmparntively small area, "as far as the eye can 
8% ' a fixed point. The second type of observations 
Ice @ral'J' to the position of the boundary of the large 
ShiZT W h h  often may bar the persistent efforts of 
Etasoh Penetrate farther mto the polar regions. For this 
dlff ' and also because the ice regime near land often 
b@s?~~nslderably from that in a large sea, it was thought 
x s l d e r  the two types separately. 

nl 

the k%?knegsofthe Ice I8 not taken lato consideration The abovo t o m  refers maUY 
o"cec'Jvered ooem surface or elso to the pomhtence of tho ice 8t a given Place. 

614e4-3k3 

Ice observed o$shore.-The islands from which observa- 
tions have been considered are Iceland, Spitzbergen, and 
the South Orkneys. The latter lie about 600 miles due 
southeast of the southern tip of South America. 

The Iceland observations date back to the thirteenth 
century. Tho early records were meagre and appeared 
in the sagas and written literature of the day, but as time 
went on they became more complete and systematically 
compiled. Records of ascertained ice conditions at Ice- 
land from 1233 to 1877 were compiled by the Icelandic 
travder T. Thorodssen (9), but for the purpose of inves- 
tigation only those beginning with the end of the eight- 
eenth century were thought to be suEiciently extensive 
and trustworthy to warrant their use. From 1877, due to 
better organization in the collecting of the observations, 
they became more extensive and reliable. The ice con- 
ditions were classified according to th? length and charac- 
ter of the ice period, whereby a day w$h "heavy" ice con- 
ditions was given double weight. This index of duration 
and intensity WRS designed by Meinardus (10) in 1906 and 
has been accepted and employed by others since. Mein- 
ardus made tabulations for periods of 1 year but since 
then monthly periods also have been computed. I t  was 
found that ice occurs most frequently during April and 
Ma , and least frequently from September to December 
(on& once was ice reported in October during the nine- 
teenth century). Most often the ice begins to appear 
between January and March and it lasts on the average 
2 months and 20 days. Since the earlieqit appears the 
longer it lasts, it is evident that the period of heaviest 
ice falls in the spring. The causes of this annual distri- 
bution were investigated by Meinardus (10) who pointed 
out that the quantity of ice in the east Greenland current 
is least in autumn, when the ice is so near the Greenland 
coast that Iceland is almost invariably free of ice. The 
beginning of the ice season a t  Iceland is determined by 
the increase of the ice in the Denmark Strait which occurs 
late in the autumn. If the incruase is great enough the 
strait becomes filled with ice and it begins to appear off 
Iceland. Ice is also brought down, ospecially along the 
eastern shore, by the east Icelandic current, which runs 
in the southern part of the Greenland Sea approximately 
between latitudes 67'-71" N. In extreme years by far the 
greatest portion of the Icelandic coast is surrounded by 
ice. I n  some years, hqwever, the amount of ice is in- 
sufficient to fill the strait and IceIand remains quite free 
of it. (See fig. 1.) 

Unlike Iceland, the group of islands forming Spitzbergen 
experiences an abundance of ice almost all the year round. 
This is not true, however, of the northern half of tho west 
coast, which generally romaias free a considerable portion 
of the year. The dominant factor in the ice distribution 
is the warm current moving northward along the west 
coast and the cold, polar, ice-benring current moving 
southward along the east coast. The latter current carries 
ice also along the south coast and, like the east Greenland 
current, often causes ice to round South Cape and be dis- 
charged into the warm current thus to be carried by this 
current northward dong the west coast. The aV8rage 
distribution of ice off the coast of Spitzborgen for the 
period 1898-1921 was summarized by Frommeyer (11). 
Only the 5 warm months, April to August, were ccp- 
sidered. The ice character is given by the area of 1 ~ 8  
in Spitzbergen waters, between longitudes 1Oo-2O0 E. and 
north of lafitude 75O.. 

The other fixed region figuring in the investigations 
is in the Southern Hemisphere, the South Orkneys. The 
observations covering this region date back only to 1902. 

- 
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The index of ice conditions was designed by Mossman (12). 
The character of the ice is defined as “open” or “close” 
and sometimes as “very close.” The observations were 
made every day from an elevated point on land and the 
summary of ice conditions for each season refers to the 
general conditions of the seas svroundmg the South 
Orkneys. The ice appears to have its. source to the South 
in Weddell Sea and it persists, at the wlands, on the aver- 
age, for about 8 months of the year. 

Ice observed ut sea.-The second type of observations 
concern the position of the outer fringe of the ice pack. 
The mean position of the edge of the pack is computed, 
for the Northern Hemsphere, fo? each month of the ice 
season, from reports sent in by ships. From the position 
of the boundary, the ice-covered area in units of 1,000 
square kilometers can be determined by planimetrical 
measurement (13). It is thus assumed that poleward 
from the boundary no large peas  of open water exist, an 
assumption which probably is not true, in some sections 
at least. The task of collecting and publishing the 
Arctic ice data was assumed by the Danish Meteorological 
Institute in 1899, but the records published by this 
institution go back to 1894. The information is pub- 
lished annually in the “Isforholdene i det Arktiske Have” 
(the state of ice in the Arctic Seas). It is given in the 
form of a brief summary of the prevailing conditions 
during each year, supplemented by individual monthly 
summaries for the various regions. These are inter- 
spersed with many actual reports. 

The earliest systematic, continuous, and fairly reliable 
data available are for Greenland Sea. The region is 
defined by the Danish Meteorlogical Institute as “the 
area between the meridian of Cape Farewell, the east 
coast of Greenland, 80’ N., and the meridian of South 
Cape.” These data go back to 1877. From that year 
to 1892 they were compiled by C. Ryder (14). The 
position of the boundary is represFnted cartographically. 
The ice season in Greenland Sea is generally from April 
to August inclusive, but pack ice is seldom absent from 
the waters of northeast Greenland and the Greenland 
Sea. The ice, during the season, is mainly composed of 
fragments of the old heavy pack that have arrived directly 
from the Arctic Ocean, plus young ice formed in the winter 
and spring in Greenland Sea roper, and ice that has 

ice occurs in early wmter. This ice, reinforced by great 
quantities of young ice forming locally, spreads gradually 
southward and eastward as a large mass. The most 
southerly position of the ice boundary is generally attained 
late in the spring. With the approach of summer the 
boundary begins to recede, retreating to its most northerly 
position in the autumn. 

Systematically recorded and published observations 
for Barents Sea date back to  1895. The region is defined 
(13) as ‘[the area bounded by the meridian going through 
South Cape, the coast of Spitzbergen, latitude 80’ N., 
meridian 70’ E., and tbe west coast of Novaya Zemlya.” 
The ice season is generally from April to August. Most 
of the ice in this region is of local origin, which in part 
explains its great seasonal and annual variation. The 
other ice met with here 1s brought in from the north polar 
pa& by the current flowing southward along the east 
coast of Spitzbergen, and from the neighboring Eara Sea. 

The observations m the Kara Sea date from 1869. 
However, the number of. years,for which more or less 
complete records are avllabl? is small, but 21 years, 
during the period ending with 1928. The region is 
defined as the area bounded by the east coast of Novaya 
Zemlya and the 70’ E. meridian. It is generally almost 

drifted westward from Barents 8 ea. The influx of heavy 

entirely frozen over until July, and only in August 

provide figures suitable for consideration. Several d 
tors exist which make the ice persist for a long t a e  

September is the variation from year to year suilicle~fno. t to 

grow very thick. 
The. Arctic frin,qe.-In addition to the relationship! 

involvmg ice conditions in individual regions an atteaPo 
was made to trace a relationship using ice in the 
taken as a whole. 
Arctic ~ a c l r  exist. It was thought however. that i?:: 

- 

Practically no observations of 

the fr&ge of the pack covers seUveral regions where ’3 
conditions have been observed, a very rough e s t ~ ~ ~ i c e  
the extent of ice in the Arctic could be obtained froOgss 
conditions in the former. Accordingly an index 
designed for ice in the Arctic which is given by the fdoP 
ing formula (4): 

‘1 
5 (Greenland Sea ice April to August) + 7 (Barents Sea icer $$o 
to August) f 2 [3(dara Sea ice, August) + Kara Sea ice, AP 
August]. 

Seas were employed. With the exception of Icelid$: 
consideration of other regions was limited by lack ofd SeB 
In  the formula, less weight was assigned to GreenIan tbet 
than to Barents Sea region. The reason offered 5ck, 
the former region, being a far outpost of the Arctlc Pig. 
is probably less representative than the latter regioD$ 
Apparently for a similar reason Iceland and other reg 
were entirely left out of consideration. The values of the 
“ice index” for the Arctic were computed beginning 
the year 1895. It must be noted in connection W$,OqO 
formula, that the annual variations in ice in the p r  
regions of ten differ considerably one €rom another. tbO 
example, no correlation was found between ice of 
Greenland Sea and that of the Barents Sea. There is b 
some evidence that when ice is plentiful in the sort thefist AtIantic region it. is relatively scarce off the nor 
Siberian coast. 

The last two regions to be considered are in tho we$? 
Atlantic; namely, Davis Strait and the region SOU 

Newfoundland. iP 
Daiis Sirnit.-There are two distinct types of ic&d 

D a ~ i s  Strait,, “west, ice” and “storis.” “West, ice’’ is tb0 
which comes from the Baffin Bay region and fro$o,$ 
sounds and bays along the eastern shores of the 
American cantinent, and the ice which is formed lo@llq’ard 
the strait itself. “Storis” is ice which drifts north” d. 
from Cap? FareKell along the west coast of Greed’$r 
In  the height of the season the “west ice” stretchesge4 
eastward, while the (‘storis” forms a belt of manr, $@ 
in width. Under certain condit,ions the “west ice * b 
with the “storis” and the wide area of open w-ater ?$ill 
normally separates them disappears. Since the 80‘ 
in conditions of “west ice” was not considered in coy+d 
tion with the study of the pressure distribution, the er r  
description below is limited to “storis” alone; Rpd,&$ 
after, by tlhe variation in ice conditions in Davl! 
will be meant the variation in “storis” onlly. T111Sg:eiP 
composed-mainly of fragments of the North Polar tto 
pacli., carried southward by the east Greenland cur?; tho 
Cape Farewell and thence round i t  and northward fi 
warm current into Davis Strait. The “storis” f o g 0 #  
belt varying in width and compactness. I t  may eb’ 
times attain a breadth of 200 miles, and again be ex trefl,d 

c&’ b narrow, only several niilcs. 

Bay to the north is filled in February while Z‘isk$?tb 
farther up, is reached in April. The farthest 
usually reached by the ice is Fiskenaes, mor0 

Only the data from the Greenland, Barents, and B$* 

l& 

Its  arrivitl at  cape 
occurs normally in the middle of January. JLlllen*B:9, 
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'Odthaab, and very rarely SuHiertoppen. With much 5" 'long the east coast of Greenland it appears a t  Cape 
* arewell earlier; then i t  also occurs in greater abundance 

The greatest amount of ice is found m 
9 Perhaps also in June; in July the ice decreases and ' "gust it sometimes completely disappcars from the pt coast of Greenland. The observations employed in 

An index Of 
Conditions in this region on a scale of 0-10 was 

dePlsed bY Speerschneider (15). 
of NewJaundland.--Davis Strait serves as an 

Outlet the North Atlantic for the ice from Baffin Bay "' the Arctic sounds, to the westward. To this stream of ? ti'er@ 1s added, on the way southward, the discharge lfPQ Budson Bay, FOX Basin, and other western channels. 
the Vicinity of Labrador the ice keeps close to the ?Pt, 9 d  eventually spreads out past Newfoundland, 

th erg .lt usually lasts from February to. May. Durmg 
e height of the season, March and Aprd, the ice some- $$ @?tends as far south as the 40th pardel  but on the 

Th e '! rcmaills within the limits of the shelf waters. 
0: "anation in ice from year to p a r  is sometimss very 
&Qd at* Years with practically no ice have been observed 

$th@rS when ice was very abundant. 
' @ ?bservations employed in the studies of relntion- 'bS mth Newfoundland ice date from 1860. The older ;Fds Were compiled from reports of ice sighted b 

th&'F4tlantic ships on their regular crossings . throug 
e Ice regions off Newfoundland, and were pubhshed by pa' 'nstitutions such as the United States Weather 

the Hydrograp hic Office in London, and others. 
19?3 the observatio ns have been compiled by the 

'ternatlond Ice Patrol whose special t d c  is to observe, :tdy, forecast the drift of ice. From the various 
s c ~ a t l O ~ ~ ~  the position of the ice boundary W ~ S  de- 

:!$Qcd, usually for each month of the season. 
lree Or more separate indices were used in the studies 

Meinardus (16) for the 
ha$d 1860-1902 used the intensity of ice given on a 
%hotif -2 to +2, and aftor 1880 With %unit  steps. 
' J S ' J F ] ~ ~  j17) Considered the position of ice boundary 

O r  each month of the season as determined from 
vanOus Observations for the period 1880-91. More 
? @ n t l y ~  beginning with 1913, Smith (18) has employed 

tior,, "'sing the preliminary discussion of the obsgrva- 
and character of sea-ice conditions i t  should be ?kt that the authors of the investigations surveyed 

"hi an attempt to limit themselves. to ye?rs 
ch were characterized by 0, large variation m the ice 

Fonditions, and years for which relatively complete in- 
'bation regardl ng these conditions existed. 
&$~gs - - - I t  is estimated that only an extremely small 

Of the Ocean ice is composed of land ice, or ice- Gp' lnost of which originate in Greenland and on the 

&dt% berg-producing regions of Greenland lie near 
and south of it. The majority of the ice- fz$ that finally reach the open ocean are, however, 

@Qt the west side of Greenland. The bergs from the 
'h- Coast 81'0 generally carried by the east Greenland 
'ot$;:Tthvpd to Cape Farewell then mound it and 
Cbellt ew of these ever get into the Labrador 

and the open Atlantic. A few of the icebergs ''Jtve;yt Greenland may be caught in the east Icelandic 
'hicb h then carried far southeastward. The bergs follo~e,~~~;~d near the Faroes probably have 

. The icebergs that come down with 

Strait. ?ley 

referred to above date back to 1895. 

E 

Newfoundland ice. 

scale of 0-10. In 

Continent. 

the Labrador current to the offing of southern New- 
foundland, the ones which concern us rn this report, 
originate mostly on the west coast of Greenland. Rela- 
tively few are produced by the glaciers on B a f i  Ltnd 
and elsewhere. The actual number of bergs carned 
to the Newfoundland region (48th parallel) is observed 
by the ice patrol, and a table of these numbers 
beginning with year 1900 has been published by the 
United States Coast Guard (19). The season for 
icebergs is from the middle of March to the middle of 
July, with the maximum occurring in May. 

There is very little information about the iceberg regime 
of the Southern Hemis here. The London Meteorolog- 
ical Office has been pubishing the number of bergs sepa- 
rately for each of the three oceans which comprise the 
Southern Ocean (Indian, South Pacific, South At- 
lantic) since 1885. Earlier records are contained mainly 
in two apers by H. C. Russell (20). One of the heavy 

fringe of the Ross Sea, another is in  the Weddell Sea. It 
would appear that there are other numerous berg-produc- 
ing regions on the Antarctic Continent, but since a great 
portion of this land is unexplored there is little known 
about the place of origin of many of the bergs. However, 
the icebergs caught in the pack are freed for the most part 
when they reach the Ross and Weddell Seas. Unlike the 
Northern Hemisphere where they are generally con fined 
to a rather limited area and to a more or less definite 
season, the Antarctic bergs have been observed in almost 
every longitude of the South Ocean, and in every 
month of the year, although most frequently and in 
greatest numbers in the South Atlantic. They are natu- 
rdly far more numerous and often much larger than in 
the Northern Hemisphere, and generally drift from west 
to east (in the open ocean) advancing rn large numbers, 
often more than a hundred a t  a time. 

Icebergs and pack ice.-While in the main sea ice and 
land ice were employed scparately in the various investi- 
gations, + a few cases icebergs were treated t.ogether +th 
the pack ice appearing in the same region. The question 
that arises is whether there is any relationship between the 
two typespf ice, and to what extent the presence of one is 
an indication of tho presence of the other. 

In  the regions of origin of ocean ice the shape of the 
coasts and general distribution of land will exert a strong 
influence on the mpvement and direction of the Boating 
ice, sometimes causing all the ice to follow a single course. 
In  the relatively open seas, wide straits and sounds, ice- 
bergs are carried mainly by the current, while the drift of 
pack ice is affected greatly b the wind. In such a case 

the direction of the current is different from that of the 
wind the icebergs will move %way" from the pack ice or 

The mutual relationship between pack ice and icebergs 
insofar as i t  concerns the investigations with which we 
are concerned appears to be as follows. In  the case where 
there is an abundance of pack ice along the coast, its 
presence will tend to prevent the bergs from leaving the 
region of their origin, even though ths pack itself is 
dnfting. Thus the relative smallness of the number of 
icebergs that come down from the east coast of Green- 
land is due to some extent to the heavy pack ice driftmg 
southward dong the coast where grounding in the shltllvw 
bavs is verv imDortant. with the result that the heavier 

ice-pro 1 ucing regions is the Ross Barrier in the southern 

the one will move more slow r y than the other and when 

pac1i.z 

th: pack or"the rarther the extent of sea ice, the fewer the 
* "The sight of bar s moving tn an ap nrently different direction from the main pack 

there f ,  an actual difforencs in dirmtton." ((21). PWO is a common sight. fn some 
376.) 
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icebergs observed. Conversely, the absence of pack ice 
may be associated with a large number of icebergs. Thus 
R. C. Mossman states ((22), p. 410) '%$e absence of the 
pack in the Weddell Sea area (and.the high temperature) 
were in some way associated mth .  the extraordinary 
accession of icebergs reported last mnter (1908) in the 
region of Cape Horn and in the South Atlantic as far 
north as the 40' of south latitude." In some ca.ses, 
however, an abundance of pack ice means also an abun- 
dance of icebergs. Thus 1906 1s regarded as a heavy ice 
year, from tho standpomt 0; both icebergs and pack ice 
m more or less thq, same regions. Also E. H. Smith (18) 
found for the period 1880-1924 .a correlation coefficient 
of 0.87 between the number of icebergs and amount of 
pack ice south of Newfoundland. 

The presence of ice in bays and inlets and along the 
coast prevents the icebergs floating on the outside edge 
of the pack from stranding. Thus a large amount of 
pack ice along the Labrador coast meang a large number 
of icebergs. The above discussion allows th? conclusion 
that the relation between icebergs and pack ice depends 
on the local conditions. 

11. RELATIONS BETWEEN POLAR ICE A N D  METEOROLOGICAL 
DATA 

Introductory remarks.-Before presenting the results of 
the investi ations it must be reiterated that in accordance 

the report only relationships between the Arctic and 
Antarctic ice and the meteorological elements in the 
adjacent regions. Relationships inqolving more distant 
regions d1 be treated in the remainmg sections. 

Brennecke (23) and Meinardus (10) found early in 
, that years characterized by heavy ice condi- 

tions off celand and in the Greenland Sea in general, 
tend fo. be accompanied by relatively high p r e ~ s u ~ e  in 
the vicinity of Iceland and Greenland and relatively 
low pressure over the Norwegian Sea and northern Nor- 
way. Conversely, years cht~racterized by light ice condi- 
tions tend to be accompanied in the same re ons by low 

Brooks (24), and others, using more .extensive data, have 
found practically the same relationship. It was indicated 
from the matonal employed by Meinardus that also the 
subsequent pressure distribution is associated with ice 
conditions but it fell upon Wiese actually to show that 
this connection is apparently real. .The search for rela- 
tionships between the pressure distribution and ice con- 
ditions was extended to include on the one hand other 
regions abounding in ice, and on tbe other hand, the 
pressure over wider areas. 

A. Sea ice and the weather of adjacent regions 

with our p s an there will be considered in this section of 

and high pressure respectlv?ly. More recent r y Wiese (2),  

1. NORTEERN HEMISPHERE 

Pressure.-The earlier efforts were generally limited to 
tbe study of the pressure departures at a few points and 
to the variatjon in pressure difFer?nces between some of 
these points, in relation to the vanation in ice conditions, 
Thus Brcnneclce, in 1904 (23), gave the spring pressure 
departures (from the 20-gear mean) for a number of 
points in the North Atlantic! for each of the 4 exception- 
ally heavy and the 2 exceptionally light ice years m the 
Greenland Sea region whwh occurred Within the period 
1877-95. These years were: exceptional1 heavy, E+, 

1889. The mean pressure. valu?s and departures wera 
obtained for ench of the pomts gven by the intersection 

1881, 1882, 1888, 1891; exceptionally lig l t, E-, 1884, 

of the 10' longitude and the 5 O  latitude circles. In  sddii 
tion the differences in ressure between the two ppintsf:, 

each year of the entire period except 1883. This year 
left out because of insufficient data. 

An examination of the pressure departures for the 
bounded by latitude 60' and latitude 70' N. and by 
tude 10' and longitude 30' W. (Iceland region) 
pressure in 1882, and to some extent dso in 1881, tp 
been below normal, while in the other 2 exceptloD t 
heavy ice years it was above normal. For the 2 ~ & b B  
years,. the pressure was considerably below normal, 
than in the case of 1882. For the area bounded bY 

20' W. and at  20' E. a f ong latitude 70' N., were pvon 

,,',I '83 I *:!5 '8)7 ' 
I = pressure di//erance bel ween 20" Wand 20" E long. a t  70" IJ '' 
a= Air temperature, departure from normal. Stykkisholm 

Sea surface temperature, departurefrom normal. PapeY 

I I 
I *d l  ' 'd3 Id5 

t. 

++ Very heavy ice + Ice somewhat above normal 
- - Very light ice - Ice somewhat below normal A.,lpt 

to P'- FIOUEE 2.-RPation of pressure and temporatwe variations March to May* 
of Ice. Reproduced from Brennecke'(23). 

0 ?+ 
Norwegian coast, by latitude 60' and latitude 70 joO) 
and by the Greenwich meridian (Norwegian Sea 
the pressure was below normal in every one gf t ~ e O @ ~  
heavy years and slightly above normal in the 2 11gb~$~& 
More significant is the trend in the pressure dToo $ 
between the westerly and easterly points on late 
(Greenland and Northern Scandinavia) during the$$) 
the other years. An inspection of the diagram (see $log' 
shows that the pressure differences during the excep!& 
ally he?vy and during the exceptionally light yeare lod 
respectlvely, considerably above and considerabb' 4.j 

mlllimeters. The average for the four E+ years g) 
millimeters, and for the two E- years nearly zero, 4 
the exception of 1885 and 1895 the same trends BrO 
dso for. the ye?? characterized by only moderfitO1y 
normal ice conditions. 

the .nomnl value between these points, whichw@ i4 6,4 ,tb 
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2.1 
. 9  

768.2 _ _ _ _ _ _ _ _ _ _  

.__-______ 

The above results (see table 1) ahow that though the 
m the Icelandic region is not always "bigh" then ice conditions prevail there it is nearly always 

$her r$ative to the normal than is the pressure off the 
O'Weglan coast. 

TABLE IS-Departures from normal of ressure in  miuimeters at 80' 
'* and 70' N., Alten and Bods, ancfdeparture differences between 
\ "0° w*y., 7'0' N., and Alten and Bod& respedively 

1.9 -4.0 -3.8 
. 6  -2.6 -2.2 

768.3 . . . . . . . . . . . . . . . . . . . .  _ _ _ _ _ _ _ _ _ _  a.4 3. a 
.___________________ 6.b  6,7 

_ - _ _ _ _ _ _ _ _  -. 6 -. 6 

Alten- Bod& MOW. ,  M O W . ,  

70'N.' 1 67'N. I Alten 1 Bod6 
23OE 14OE., 70'N.- 70ON.- 

x XI XI1 I I1 I11 

E +  _ _ _ _ _  -0.6 0 .0-1 .0-0 .9-0 .1  0.9 
E- _ _ _ _ _  -2.2 -3.6 -6.9 -6.8 -3.2 -1.7 

-4.1 -2.3 3. 6 1. 7 
1.0 1::: 1 z;:: 1 1 3.8 

-2.1 -1. 6 3.0 

IV v VI VI1 VI11 IX x XI 
--____----------- 

1.6 1.8 0.0-1.1-2.2--8.2-2.6-3.2 
-2.1 -2.8 -2.0 -.Q -1.9 -1.9 -1.3 -3.5 

E+ _ _ _ _ _ _  0 . 7  2.0 2.9 3.6 2.9 2.1 2 .4  2 .4  1.6 o.t1--0.7-1.7-1.3-1.2 

enw. 1.7 3.6 4.9 4.0 a.1 2.8 3.7 4.1 2 . 0 - - . 2 - . 3 - 1 . a - l . z  

E -  _ _ _ _ _  -1 .0-1 .6-2 .0-1 .3  --.2 - .6 -1 .3-1 .7  -- .4 .8  -.4 --.I ----__-__--____---- 
Differ- 

D 
200 !$pito the negative departures in 1881 and 1882 at 
%tread' 70' N., which were apparently produced by the 
(880 fi of the Greenland anticyclone northwestward 
d g. 31, there is still maintained, by virtue of an intense 
evelopment of the Norwegian low, an abnormally large pressure 188 1 difference We thus may look upon the years 

and 1882 as characterized by a general deficiency of F F e  Pver the entire region The relationship between 
the;$dltlons sild pressure 'difference is not impaired 

1 '  
'*lg2?, wiese (2) published maps of the mean pressure 

SPru dis~'lbutlon for the North Atlantic and Europe for the 
f gJ summer, and fall seasons, averaged separately 

OrS7 and 4 light ice years in the Greenland Sea 2"'' The period treatecl was 1880-1916. The pressure 
ht;: in the study were in part Hoffmeyer's 
fit tb,"cd in part maps constructed from available data 

entral Geophysical Observatory a t  Leningrad. 
years 1880 a nd 1911 were not included because 

b o'meyer'~ maps were not available to Wiese. Further, 
pause of carcity and unreliability of ice observations 
'%g l886, 1859,. 1 893, 1894, these years also were 

Ohtted from consideration The years selected were: 
E+1881, 1882, 1887, '1891, 1895, 1896, 1906. 

seecharacter of the year was deterniined from the ice 
%ons Cond1t10n8 between latitudes 67' and 71' N. Two of the 

gven by Wiese for this choice were (1) that the 
~ i ~ a t l o n ~  from farthe r north are scarce; and (2) that 
'c@-?t Iceland current branches away from the heavy 
thQtz"g east Greenland current south of 71' N. SO 
b e area chosen represents best the ice transport of lQi'Paral't current which, in turn, is quite probably a good e ?f ice conditions in Greenland Sea. ' r% results appear to be quite consistent with 

re'nec'e'? findings (see table 2) which were based on. a 
'horter per1O.d of years, even though, by virtue of the d d  
'::l?@ QPrltena for ice conditions employed by the two 

different years were s ometimes used by them. 
'hug 1s84~ 1888, and 1889 were not used by Wiese, who Q 

Or the sake of cornparkon I resent in table 2 poh!?:gue diiference obtained by 2 iese between the 

2'h E-1897, 1899, 1904, 1908. 

only moderately, not exceptionally, ab- 

eadJ' treated by Bronneclte. 

- - .1 -1 .5  - 
.a 

TABLEI 2.-Spring pressure difference in  millimeters between goo W., 
70' N., and AUen and Bod6 

I 

4.5  
4.0 

E+ 
20' W., 70' N.-Alten. . . . . . . . . . . . . . . . . . . . . .  ~ _____________. 
20' W., 70' N.-Bod6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

In  1923 Brooks (24) using the period 1901-19 found 
the average pressure at Stykkisholm, in the ma'ority of 
the 43 months * during which ice lay off Iceland, 2 mb. 
above the normal for the corresponding months. Taking 
the actual days during which ice was reported and con- 
fining oneself toperiods of more than 5 consccutive days 
the mean deviatlon during the whole of the 701 ice days 
thus obtained was 6.7 mb. This result probably means 
that when the Stykkisholm-Vardo pressure difference 
diminishes it is generally due a t  least in part to a at 

* I could not learn from hfs d o l e  the extent of the majorlty snd wbat thorn months 
were, but, from OUT knowledge of the Iw SBQson, they probably oecurmd during the 
winter and sprhg. 
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PRESSURE DISTRIBUTION IN YEARS OF LIGHT AND 
HEAVY ICE IN GREENLAND SEA, MARCH-MAY 

LIGHT ICE 

1884 

HEAVY ICE 

1881 

1008 

30 20 IO 0 

00 60 10 20 0 20 10 

1832 

1891 

FIOURB 3.-Roproduced from Brennwko (23). 
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- - _ _ _ _ _ _  ---  - _ _ _ _ _ _  

st?bsholm. We can also compare Wiese's results based 
On Ice Fonditions in Greenland Sea region with the findings 

Memardus for ice off Iceland. The spring, summer, 
and Wumn pressure differences in millimeters between 
Stykhisholm and Vardo for the E+, E-, and all years 
1 ( 'o~a l )  are respectively: 

E+ I E- mal E+ E- 2:;; E+ E- Nor- 
--~------ 
1.5 -3.5 _ _ _ _ _ _  ~ -1.0 -0.5 - - - - -  - -  -2.0 -2.0 - - - - - -  
1.3 -2.2 -1.1 -1.1 -1.6 -1.6 -3.0 -2.2 -1.6 

- 
Spring Summer I Fall 

I I I I 

'he a meement of trends is close but its significance is 
Qlted by the fact that the ice regime at Iceland proper 
1: ers marlredly from that in the Greenland Sea region. 

it appears that the pressure difference during 
e * 8 w e r  and fall, shows the same trend for both types 

Of Ice conditions However the pressure difference itself 
(DorQalb negative) is accentuated d u m g  August to 
"'@nber. 
ic> 19?8., Frommeyer (11) investigated the variation. in 

Condltlons in the Spitzbergen region during the period 
1ggg-1g21 with the pressure diiference between Vqdo 
::d,>Ykkk3holm. Frommeyer found agreement in sign 
Yea>tQe and trends in 16 out of 23 cases, while for the 
10 characterized by lar e variations in ice conditions, 
tb-, the agreement he 7 d throughout. The nature of 
Pr ?PP?rent relationship is: When heavy ice conditions 
th:a' the Spitzbergen region during May to August 
sm,@ure difference Vardo-Stykkisholm tends to be 
kh difference is positive) and, conversely, large, 
Of :t le@ conditions are light: A simultaneous correlation 
Of .@ Pressure difference with ice area gave a coefficient 
an 0.63. (S. E.=0.21) It was also pointed out that 
ha:bnOmal pressure difference existed during several 

not characterized by exceptional ice coqditions: 
n*!g32, Brooks (25) investigated the bearmg of ice 

?'d!tlohs Davis Strait ('(storis" ice) on the subsequtnt 
b s  18t'?butiOll of pressme in the neighborhood of the British 

* The severity of the ice conditions was estimated 
0-10. He found an excess of pressure in western 

1 

h '$lb" following comments by L. F. Page explain the probabillty Indicatfona attached 

e papersreViewed, most of tho cor;etation coemclonts were followed by a probable 

2:~ated from the formula p. E.-o+L+ The distribution of r when PI 

I b P l a t i o n  memoients in thk  report. 

Europe during July to December associated with ice in 
Davis Strait a year and n half before. The figure giving 
the average change of pressure corresponding with an 
increase in Davis Strait ice from a scale value of 1 to 10 is 
reproduced in figure 4. Tho relationship was indicated 
from a correlation of the two elements and it will be treated 
subsequently in more detail, together with other similar 
relationships involving different time in tervds. 

In  the paper "On the variation of the North Atlantic 
Circulation and its Consequences" (26) Meinardus treated 
the variation in the annual pressure difference between 
three pairs of stations, Copenhagen-Stykkisholm, Ponta 
Delgada-Stykkisholm, and Toronto-Ivigtut, with ice 
conditions near Newfoundland. The author computed 
the pressure difference for the three pairs of stations 
averaged separately for the five degrees of intensity in ice 

AVERAGE CHANGE I N  PRESSURE. JULY-DECEMBER. 
11/2 YEARS FOLLOWING INCREASE I N  DAVIS 

STRAIT ICE FROM INDEX OF 1 TO 10 

FIQWEE 4.-Reproduced from Brooks (26). 

conditions. The values obtained as shown below indicate 
that when ice is in abundance near Newfoundland the 
pressure difference normally positive is increased, and 
vice versa. 

Character of the ice years o.fT Newfoundland and corresponding 
pressure departures 

I(iss1sr (27) treated the relationship between ice condi- 
tions in the North Atlantic, 50' W.-70°E., and the 
spring pressure difference between Copenhagen and 
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Stykkisholm, over the period 1892-1931. He found for statement however is limited by the fact that the ice 
the mean pressure differences for the 9 heavy, E+, and 
8 light, E-, ice years respectrvely: E+, 0.6 millimeter, Defant (28) correlated ice a t  Iceland with the Year$ 
E-, 4.1 millimeter. The above result mdicates a tend- 

regime over that region is not uniform. 

meridional pressure gradient over the North AtlantlC 

AVERAGE PRESSURE DISTRIBUTIONS FOR 7 HEAVY A N D 4  LIGHT ICE YEARS 
FOR SPRING, SUMMER AND AUTUMN. ICE SEASON.APRILf0JULY 

LIGHT ICE HEAVY ICE 

0 60 .@ :0 ao 

60 80 80 

60 

40 

60 

40 

0 60 10 4a 10 

-c. 

PIQURE 6.-Roproducod from W l w  (2). 
01 

ency for pressure to be relatively &h at St&kisholmand 
low at Copenhagen when heavy ice conditions prevail in 

relatively low and high, respectively, when the ice 
conditions are light. The significance of the above must emphasize the fact that the pressure 

well as the west-east gradient over Northern 
He obtained respectively r=-0.59 (S. E.SO-~~)  

the region between 50" W. and 70" E.; and conversely, r=0.71 (S. E.=o.l8).  I 
With regard to the table above and Defant~~oro~C04 f res ttlt 
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represent annual values while the average ice season a t  
NewfoUdland is from February to May, and a t  Iceland 
from January to July, and hence they represent much 

The disparity in the time intervals of 
Pressure difference and ice seasons limits the signifkance 
Of the above results 

A Considerable advance in the studies of variation @ 
PressU@ with ice conditions was made when synoptic 

Instead of limitin oneself '? 
'let?'@ of the pressure element over a large area was 
Obtamed. The ice region mainly considered is the Green- land Sea. 

BreQnecke, in the paper previously referred to (23), 
charts of the March-May pressure distribution over 

periods. 

begall to be employed. 
points, or to pairs of such, a simu f taneous 

PRESS u R E D I FFE R E NCE ( s E PTE M B E R-NOVEM B E R), 
Y E A R S  OF MUCH ICE IN THE GREENLAND SEA 
IN APRIL-JULY MINUS YEARS OF LITTLE ICE 

FIGURE 6.-Reproduced from Brooks (4). 

e Atlantic 4O0-75O N. and adjoining regions, for 
th 
each Of the 6 abnormal ice years. (See fig. 3.) In  1884 

lSsg (light ice years) the pressure minimum, normally 
k:p:&west coast of Scandinavia has completely 

Instead, there exlsts a single depression 
Pthwest of Iceland. The p ressure gradient between 

reenland and northern Norway is practically zero, in 
In  1881, 

1882, 1891, heavy ice years, the Norwegian LOW has 
become intensified or suffered a southward displace- 

ment* h either case the Greenland to northern Norway 
gradient is above normal, in 1881 and 1882, :?,tptg. d ue to an intensification of the LOW off the 

J 811 n~ 1888 and 1891 mainly because of strengthen- Ing southeasterly shift of the Greenland anticyclone. 
&Other common feature of all the heavy ice years is 
2:therb winds between northern Norway and Greenland 
14 Contrasted With easterly winds for the light ice years. 

Other.respects the pressure distributions for the two 
:{Pes 'Of 1ce years differ little from each other. However (p lS a tendency for the south-north pressure gradient 
is Zores:Iceland) to be less in heavy ice years. Thp 
t eSPeclall~ evident in 1888 and 1891, when the Icelandic 
OR Practically disappeared. 
PPith more extensive material available Wiese (2) 

the pressure for 7 Ilea and 4 light ice years, 
'""PeC!'pely. Like BrennecketXe employed the ice variation Greenland Sea regon; however, in addition 

. 

to the normally pronounced gradient. 

151464-40- 

to the spring pressure distribution, he gave cliarts for the 
summer and autumn. (The ice seasoq ends in July.) 
The area considered is also more extenslve. It includes 
a larger expanse of the North Atlantic and all of Europe 
eastward to 70' E. longitude. 

There appears to be a close correspondence between 
Wiese's results and those obtained by Brennecke for the 
spring season. (See fig. 5 . )  With the E- group, the 

AVERAGE PRESSURE DISTRIBUTION, MAY. FOR 
HEAVY AND LIGHT ICE IN THE BARENTS 

SEA I N  THE SAME MONTH 

HEAVY ICE 
%n 7n 60 

LIGHT ICE 

M 

40 

0 IO 20 30 40 50 60 70 20 10 

FIQURE l.-Rcproduwd from W i m  (6). 

K Norwegian LOW is absent; for the E+ it is ver 
in fact, deeper than the Icelandic LOW. The re ationship 
between the pressure difference between upper Scandina- 
vis and Greenland, found by Brennecke, is substantiated. 
The tendency for a small south-north pressure gradient 
for tho E+ group is here very definite. 

Comparing further the E+ and E- maps, one finds for 
the first group higher pressure in the vicmity of Iceland 
and Greenland and lower pressure elsewhere, with the 
exception of the British Isles, A general feature Of the 
E+ ma s is a filling up of the low pressure centers 1n the 

the high pressure field over eastern Europe and also of the 
North 1 tlantic and a flattening of the Azores HIGH and 
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Region 

TABLE 4.-Relationships between ice and approximately conteP”’ 

IW season 

- 

- 
A 

A 

A 

B 
A 
B 
A 

A 
A 

A 
A 
B 

A- 
B 

Ieavy 
(E+) 

4 

7 

7 

7 

7 
7 

701 

3 

9 

43 

~ - - - - - - 

_ _ _  _ _  - - 
14 
17 
11 

Light 
(E-) 

-- 
2 

4 

4 

4 

6 
6 

months 
days 
- - - - - - - 

5 

8 
7 a  

- - - - - - - 
11 
14 
8 

Place or region 

-----___________________________________------- 

I Barents Sea _ _ _ _ _ _ _ _ _ _ _  

Months affected 

L 
__e- _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - -  

April-August 
used). 

Iceland _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
____do _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
----do.. _ _ _  _ _ _ _ _ _ _ _  _ _ _  - 
____do _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

(only 

January-July _ _ _ _ _ _ _ _ _ _ _ _  
_____do . . . . . . . . . . . . . . . . . . . .  
-----do .____ _ _ _  _ _ _  _ _  _ _ _  _ _  - - 
_____do . . . . . . . . . . . . . . . . . . . .  

EOo W.-7Oo E _ _ _ _ _ _ _  _ _ _  
Spitzbergen. _ _ _ _ _ _ _ _ _ _  
Davis Strait _ _ _ _ _ _ _ _ _ _  

April-August- - _ _ _  _ _ _ _  _ _ _  
-__-.do __.__ - - ._______ _ _ _ _ _  
January-July _ _ _ _ _ _ _ _ _ _ _ _  

Author 

Newfoundland __._____ 

Brennecke. - __. 

Wiese 

.____do. 

.___-do _ _ _ _ _  _ _  - -, 
Meinardus. 
--.-do .____ - - - -. 
Brooks. __._ - - .. 
Defant _ _ _ _ _ _  
wiese _ _ _ _ _ _ _ -  -. 

Kisslor-- 
Frommeyer.--. 
Brooks. _______. 
Meinardus- - - - . February-May _ _ _ _ _ _ _ _ _ _ _  

Period of 
pcars used 

1877-86 

1880-1916 

1880-1816 

1880-1916 

1860-1800 
1866-1Mx) 

1880-1805 

18861916 

1898-1931 
1898-1821 
18861927 

1860-1602 
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Greenland Bea, Iceland regions _ _ _ _ _  _ _  _ _ _ _ _ _  _ _ _  
British Isles-. _ _ _ _ _  - _ _  .-- - _ _ _ _ _ _ _ _  _ _ _  _ _ _  _ _  - - _ _ _  
Northern Norway, Norwegian Sea and else- 

where. ~ . ~ .  
Barents Sea _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
British Isles.. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
Iceland, Greenland, Barents and Kara Sees-.. 
Western Europe _ _ _ _ _ _ _ _ _  ._._________ ~ _ _ _ _ _ _ _ _ _  

March-May. _-------*I 

_____do  _ _ _ _ _  ~ _ _ _ _  --------- 
__---do. _ _  _ _  _ _ _  ----e*.e‘ 

Greenland and Barents and Kara Seas ...--...I March-May .------...-.I 

Siberian maximum. This brings about a diminution of 
the pressure gradient over Europe and the North Atlantic 
south of latitude 60’. The pressure difference between 
the Icelandic LOW and the Azores HIGH and 60’ E., 50’ N., 
respectively, is about 8 millimeters and 9 millimeters for 
the E+ years as compared with 12 millimeters and 13 
millimeters for the E- group. On the other hand a con- 
siderable pressure gradient is maintained north of Iceland, 
because of the rise ;P pressure over Greenland and its 
vicinity and a deepenmg.ovef the Norwegian Sea. Thus 
between northern Scandinavia and Greenland the differ- 
ence is the larger for the E+ group. 

Less marked differences appear from a comparison of 
the summer maps. The meail pressure is lower over 
Great Britain and Scandinavia and markedly higher Over 
Barents Sea for the E+ youp. The pressure gradients 
do not on the whole m e r  m the two cases. 

During the autumn (well ast the ice season) the pres- 
sure distribution over the gorth Atlantic and Europe is 
characterized in $he.E+ group by a com aratively higher 

(See figs. 5 and 6 ,  prepared by Brooks from Wiese’s 
results.) 

Wiese (6) also constructed maps giving the May 
pressure distribution for years with heavy and light ice 
during that month 111 Barents Sea. Comparing the two 
pressure distributions (see fig. 7) he found for the E+ 
group higher pressure over Greenland re ‘on but notably 

the Baltic re on. This appears to be due to an extension 
of the Green f and anticyclone far eastward, while the seat 
of lowest pressure is shifted from Iceland in the same 
direction. The north-south pressure gradient over 
Barents Sea becomes steep. 

Brennecke and Wiese described at  length the variation 
in position of centers of low and high pressure and the 
configuration of the pressure fields m t h  ice conditions. 
Wiese’s results, based on averages of several years, differ 
little in essentials from Brennecke’s. They can be 
described as follows. (See fig. 5 . )  

(See table 2.) 

ressure in the vicmt of Iceland, Green P and Sea, Barents 
8ea but considerably 9 ower pressure over western Europe. 

over Barents and Kara Seas, and much ff ower pressure in 

$ 

the same position as for the E- group, but is SPPP d 
mented in the first instance by a low in Davis Strnst:$- 
another off the Norwegian coast. Comparatively SP d 
ing, the Azores HIGH appears to have retreated south@ 
(see position of 765 millimeters isobar) but its north$: 
ward extension (761 millimeters isobar) is farther 4 ted 
The Siberian HIQH has retreated eastward. Assoc1? 5 
with this difference in position of pressure centers l9 

tb0 difference in orientation of isobars. 
In summer, a comparison of the E+ group with 0 

E- group shows an extension of the Polar high-pressdO 
field over Barents Sea, a displacement southward tS$, 
west Siberian LOW which extends into European R 
a retreat of the northeastward extension of the.A 
HIGH, and a new area of low pressure over the S ~ a n d D ~ ~  
Peninsula. 

During the autumn we have for the E+ years fi S sdO 
eastward displacement of the Greenland high+@ the 
center and an extension, in the same direction, Of 
Icelandic trough of low pressure. The feature Of0+r 
E- map is the presence of a high-pressure are@ 
Europe and a corresponding shift of isobars 
A notable difference 111 the configuration of the ispbtl.rs60 
shown over the mid-Atlantic area. In  the latter mSt$t,h 
they run in a southwesterly direction as contrasted 

Added &formation bearing on the above results as 
as indicating other relationships is contained in 0 
attempt made by Brooks and Quennell (4) to det?r@2p 
statistically the possible influence of the Arctic c:tp 
the subsequent pressure distribution over the 8 100 
North Atlantic and western Europe. All available fl 
data extending over periods varying in general $tb 
about 30 to 40 years from several regions in the 
Atlantic and Arc tic waters were correlated separate1yti0p6 
J91I1tlY with pressure and other elements at nine szreOo# 
dmtnbuted over western Europe, Iceland, and St$ land. They are: Jacobshavn (West Greenlandbsle,,tle 
kisholm, Thorshavn (Faroes), Vardo, Bcrgen, 50r05), 
(Ireland), Paris, Berlin, and Ponta Delgada (A 

In  spring, the Icelandic LOW for the E+ group 

outb’ 

a westerly onentation in tbe E+ group. d 
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9uarter1S means of pressure were employed. A large 
4uQber of. correlation coefficients involving. relationships 

!? 
Nth 
? "mPuted. In  a few cases where the record was ftm y 
Ong' more than 50 years, the observations were .not 
hoQogeneO~s, but in such cases two homogeneous periods 2 be disthguished. The authors therefore thought best 
''3 out separate correlations for the two series of 

obs~rvations and consider their weighted mean. Often 
?o$$greement between the two sets of coefficients was 
tvh ' The number of significant coefficients, those 
S Q ~  value is greater than might arise by chance, is very 

However, it should be noted that a physical basis 
appears to exist for many of the relationships, SO that 

"me of the small coefficients were regarded by the 
as Significant provided the record was long. 

&Uh 
On the whole the relationships which were either 

~ ~ ~ \ ~ $ ~ t n  or indicated by the pressure distributions 
tlV01 ut by the correlations. A number of rela- 
1 ?.larg!, coefficients suggested relationships hvolvbg 
':g tun? Uervals, up to four and a half years. 
the: c10si9g their investigation Brooks and Quennell draw 

*'omg conclusion: The 
d i t i o z F a l  results of this investigation of the effect Of ice con- 
tnd '' subsequent pressure in the eastern North At!antic 

Europe is that Arctic ice is an appreciable factor In the 
Of the British Isles. Much ice in the spring and summer 

hds to be asSociated with high pressure in the same months at the 
notth\p,stern stations Jacobshavn, Stykkisholm, and Thorshavn,  tho, Pressure at the southern stations Paris and 

e relationships being shown by well-supported COrrela- 'On 
which rang e UP to 0.5. Again, much ice in spring or 

ed in November to January by low Pres- %uaove' the British Isles, this relation being very definite and 
Ice whatever index of Arctic ice conditions is employed. The 
a z$$t'on7,!n various parts of the Arctic have been combjned into 
$ b O r t $ '  lCe index" figures, which have the followinf3 Well- 

'Orrelation coefficients with pressure in the following p'lf?$ to Ponta Delgada -0.35, Stykkisholm f0.27, 
"pear tc;yda. minus Stykkisholm -0.37. These relationships 

cur In the following 2 years, thus giving rise to a rather 
variation of the correlation coefficients * * *a 

Of the ice off Newfoundland on pressure over western 
pra~ou~~dgenerally similar to that of Arctic ice, but is much less 

few variates but with varymg time 

to be follow 

In a subsequent discussion (29) of the above investiga- 
tion, C. E. P. Brooks added: 

The influence (of ice on the pressure distribution) varying with 
the season in a way which suggests that it is due to a combination 
of several factors, some acting in one direction, some in another. 
As a result the correlation coefficients obtained while sometimes 
appreciable are never high, though they are sufficiently confirmed 
by various checks to show that they are real. 

Brooks (25) also correlated ice with overlapping three- 
monthly means of pressure a t  nine stations- 
beginning with July to September of the ice year and continuing 
to the end of the second year. 

The first point to notice is that towards the end of the year to 
which the ice measurements refer, there is a negative correlation 
between ice and pressure at Stykkisholm in Iceland, and positive 
correlation between ice and pressure at Bergen, Paris, Berlin, and 
to a less extent, Gibraltar. 

In  the second half of the following year there is a prolonged hump 
over western and central Europe, extendin from Bergen in the 
north to Gibraltar in the south, and from qalentia in the west at 
least as far as Berlin in the east; at Paris, in the centre of this 
region, the correlation coefficient rises to +0.57 in August to October. 

~emperutT~,rc.-Generally, along with the studies . of 
relationships between ice and pressure, a connection 
between the former and air and surface-water tempera- 
tures was also sought. It was found that, in general, 
low temperatures were associated with heapy ice cqn- 
ditions and, conversely, high temperatures m t h  hght ice 
conditions. It also appeared that the biggest negative 
departures occurred before the height of the ice season 
and that the low or high temperatures were charactensed 
by a certain persistence; furthermqre, the association of 
ice with temperatures was evinced rn regons beyond the 
ice boundary. 

Brennecke (23) computed the spring air temperature 
departure at Stykkisholm and the water temperature de- 
parture at Papey (east Iceland) for each year pf the 
period 1877-95. (See fig. 2.) The two curves which, on 
the whole, show good agreement With each ot;l?er.md 
With the pressure difference curve, definitely mdlcate 
lower temperatures during the spring a t  the two stfitions 
for heavy ice seasons and, conversely above n!ma1 tern- 
peratures for light seasons. With tim excePtlon of the 
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year 1889, this fact is especial1 apparept with years 

The negative departure of the water temperature in 1889, 
an abnormally light ice year, is due, according to Bren- 
necke, to the preceding series of heFvy ice years (1886-88). 

Brennecke further found lqwer a~ temperatures a t  Bodo 
on the Norwegian coast, durmg the sprrng and summer of 
heavy ice years and the same trend UI the water tempera- 
tures a t  Thorshavn and Ona during. the 2 very heavy ice 
years 1881 and 1888. CpnveTsely, higher air temperatures 
were observed durmg a hght Ice season. 

Mehardus (10) extended the above investigation rela- 
tive to ice conditions at Iceland and computed the differ- 
ences between the mean monthly temperatures during 
heavy and llght ?ce years as well as the depmtures from 
the mean at Gnmso, Stykkisholm, Papey, Thorshavn, 
Copenhagen, Greenwich, and some stations on the Nor- 
wegian coast. Grimso, an island of the north Iceland 
coast, shows cleady a large difference in air temperature 
between the opposite types of years. (See table 5 . )  With 
E+ years the departure from the mean monthly temper- 
ature Fadually increases, beginning in October and, after 
attainlng a maximum value m March, maintains a depar- 
ture from norma1 of same sign through the summer. The 
same is true to a large extent of the E- group. The 
largest monthly contrast in departures between E+ and 
E- years occurs in March, 7.3O. 

Stykkisholm (west Iceland) values show similar trends 

characterized by exceptionally a t normal ice conditions. 
but smaller departures, while Thorshavn (Faroes), to the 
east, also retains the above characteristics to a certal’ 
degree. Neither Greenwich nor Copenhagen values sbo‘ 
any marked difference between the E+ and E- groups‘ 

The negative water temperature departure at PaPOy 
during heavy ice years gradually increases to a maalll’l. 
in June (-2.6’). Though the positive departures arO 
generally smaller the difference between them, Mehardus 
points out, attains a value above 3 O .  Thorshavn water 
temperature shows the same trend, and like its air t.@- 
perature, a smaller variation than Paper. Tbe statloas 
on the Norwegian coast, with the exception of the pori!: 
from March to June, fail to show a definite tendency 
the temperature regime and even for that season It is 
very slight. 

Wiese (30) averaged the winter temperatures a t  beniii 
grad, separately, for the 27 heavy and the 29 light to 
years reported a t  Iceland during the period 1752-53 
1881-82 (1801-4 missing). He found: 

Mean Leningrad temperature (degrees centigrade) 

After a heavy Ice season at Iceland _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
After a light ice season at Iceland . . . . . . . . . . . . . . . . . . . .  

Differenca. - - - - _ _  _ _ _  - _ _ _  _ _ _  - _ _  - _ _ _  - _ _ _  _ _  - - _ _  - _ _  
I 

TABLEI 5.-Temperature (degrees centigrade) departures during heavy ice ( E + )  and light ice ( E - )  years 
AIR TEMPERATURE AT QRIMBO (1874-1002) 

Wiese (31) correlated the area of ice in the Greenland 
Sea with the mean monthly water temperature at Papey. 
The following values of T were obtalned for the period 

r= -0.17 -0.30 -0.36 -0.45 -0.41 -0.37 -0.37 
Tbe highest values are for June and July. This agrees 
with results obtained by Meinsrdua who used Iceland ice 

1882-1915. (S. E.zO.17) 
March April May June July Auwal September 

data. In a previous paper Wiese (2) discusses the lentlfij Sp@g 

temperaturo regime at  Markree Castle, Dublin, Va d DO 
Douglas, and York in the British Isles. He foua *@ 
variation in the mean temperature at  the above stat’&O 
wlth ice conditions in Greenland Sea. This, SfiY:oIItI’ 
author, j s  probably due to the fact that the colder d0r. 
nental air massw arriving during a heavy ice season II’ 
go much warming during the day time. However, t a p &  
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the mean absolute departures of the temperature from 
noQd he obtained for the heavy ice yeaF,.E+, f0 .79'  c*> fof the light ice years f0.17' C. Sirmlarly for the 
yterdlumal variability of temperature (9 .a. m.) at. Doug- " based on a 35-year average, Wiese obtamed: 

I L 7 - 4  

I I 

The dependence of the temperature at Douglas on the 
definite and can 

be traced also for ,& le years. A corre Y ation between the 
Ice area in the GreeAand Sea and interdiurnal variability 

of ice in the Greenland Sea is ve 

CORRELATION COEFFlCl E NTS, SPRING AIR 

DECEMBER -J A N U ARY TE M PER ATU R ES 
TEMPERATURE AT GRIMSO WITH SUBSEQUENT 

30 40 50 60 20 

FIGUBE S.-Roproducad from W h o  (31). 

%,t?$perature at Douglas for April to July gave r=0.73 
4 .=0.19). Wiese also found that the average last 
y:' Of frost for that station is later for E+ than for E- 

11 days, and that, during the 32 years investi- 
gated frost never occurred in May during the li h t  ice Ye 

but Was observed when ice conditions were cavy. 
for the mean October and autumn temperature ln 

below, Wiese found the relation shown by the figures 

I-l 

I I . B f l E - I  
O c. O c. 

October _ _ _ _ _ _ _ _ _ _ _ _ _ _  -0.6 
Autumn _ _ _ _ _ _ _ _ _ _ _ _  -.2 1 ':: 1 

L I I w 1 

t lese (31) next sought a connection between December 
t t  JaQuarY temperatures in Europe and ice conditions in 
ever e q r e o n h d  Sea during the preceding season. How- 

' ustead of taking the incomplete ice figures he chose 

the mean spring air temperature at  Grimso which ap- 
pears to be (see table 5) intimately related to the ice 
regime. A correlation of the Grimso temperature with 
the subsequent December to January temper?tures at 59 
stations in Europe, in most cases over the period 1882-83 
to 1917-18 showed (see fig. 8) a large uniform area of 
correlations which forms a regular system. The standard 
error of these correlations is 0.17. 

Walker (32) using a slightly different period (includin 
1880, 1881, but omitting 1896, the latter for lack of data7 
correlated the spring temperature at Grimso with the 
subsequent winter temperature December to February, 
at Christiansund, Vardo, and Berlin and obtained for r 
the values 0.0, 0.08, and 0.10. When he used the years 
employed by Wiese he obtained for the winter months 
0.25, 0.44, and 0.31 respectively. The above coefficients, 
by themselves, admit no definite conclusions. Their 
standard errors are 0.17. 

CORRELATION, BARENTS SEA ICE, MAY-JUNE, 
WITH CO NT EM PO R A R Y T E M PER AT U R E 

so 30 40 20 IO 

FIQURE Q.-Reprcduced from Wlem (34). 

Wiese (33) correlated the ice area in Barents Sea during 
July to September with the subsequent winter water sur- 
face temperature in that region. He obtained a coeffi- 
cient of r=-0.79 (S. E.=0.20). 

A study (34) of ico conditions in Barents Sea during 
May to June for a period of 21 years and contemporar 
mean temperature in Europe at 69 statlons, shows hig 
correlations for the Murman coast (Teriberka, r= -0.82, 
Vardo, .T= -0.81) and also relatively high values a t  other 
points in Europe, especially for the east coast of Sweden 
and Poland. Thus, for Stockholm, r=-0.49; Visby, 
r=--0.60; Kalmar, r=-0.46; Lund, r=-0.48; Pinpk, 
r=-0.47; Warsaw, r=-0.58; Lwow, r=-0.50, all with 
standard errors of 0.22. (See also map of isocorrelations, 
fig. 9.) The reason for the concentration of high correla- 
tion values along a narrow zone is, according to Wiese, 
due to the fact that it is immediately west of the path of 
the cyclones which, during years with heavy ice, .move 
northward from the Mediterranean, betffeen lon@.%es 
30°400 E. and hence is directly related $0 100 condltlons 
in Barents Sea. 

h 
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Frommeyer (11) compared three Greenharbour tem- 
perature curves (May to June, July to August, May to 
August) with the corresponding curves of ice distribution 
in Spitzbergen waters, over the period 1912-21. In 
almost every year and for every season much ice in that 
region is associated with low temperatures and, con- 
versely, high temperatures with little ice. A slmilar 
treatment of the September and October temperature 
gave indifferent results. 

Cyclonic uctivity.-Various investigators brought out 
the fact that the pressure gradients over the North Atlan- 
tic, Europe, and elsewhere are generally weakened during 
years with heavy ice as compared with years having light 
ice conditions; further, that there is a variation 111 the 
position and orientation of the usual pressure fields, the 
main tendency of which is a southeastward displacement 
in heavy ice years. It occurred to Wiese to find out (2) 
whether the cyclonic activity, as given in some cases by 
the number of cyclones and the mean latitudinal position 
of the cyclonic path and in others by their actual distribu- 
tion, varies with ice conditions. 

Wiese tabulated separately the .average number of 
spring, summer, and autumn cyclones L T ~  the region between 
60" M'. and 80' E., for the 7 heavy and 4 light ice years 
(Greenland Sea). Unfortunately, because of an error, 
the author was unable to draw the logical conclusions 
from his results. Adding up the figures for the three 
8emons (6) 1: found, for the E+ group, 723 cyclones as 
compared with 470 for the E- group; or reduced to the 
same unit, 4 years, 413 to 470. Thus the number of 
cyclones during March-November appears to be less in 
years characterized by hea 

,fact that the difference in number between the two 
groups increases during the year. Thus we find only a 
slight difference in the spring. In the summer the num- 
ber for the E+ group is 90 percent of that for the E- 
group, in the autumn but 76 percent. (See fig. 10.) 
Note also ia the table below that for the E+ group the 
number of cyclones in the autumn is considerably smaller 
than in the spring whereas the E- group shows a slight 

ice conditions. 
A comparison of seasona 7 values also brought out the 

increase in il;tumn. 
Wiese calculated the average latitudinal paths 6 of 

cyclones over the same region-and for the same years. 
J The osltlon of the mean path waa obtelned b detonninin the intersecting point of 

each cycknewfth overy loo rncridlan. and comput&g the mean h u d e  of the Intersection 
point& Thus the values re resent the mean position of the wdones on the respective 
merfdians Only those cyc?ones were considered whlch either a peared In the North 
Atlantic dr could he tramd from America. Lows appearlug in t i e  Baltic, Mediterrs- 
nean, Whfte Sea. Eurssfa, as weJ1 8s stationary lows which had 8 weak dkplamment 
without any definite direction (stationary type) were not considered. 

Of There appears to be (see fig. 11) a marked displacemeat of 
the mean cyclonic path southward in the summefl io 
heavy ice years and a still more notable displacemeat 
the autumn. 
50' E.) the average displacement is 2.9' of latitude 
3.4', respectively. In  the autumn the differences 15 larE 
everywhere east of, and beginning with, 10" W. 
of this longitude the difference is less than in the s@$ 
On the other hand, a greater displacement of th0.atbO 
path southward is shown for the eastern portion 
autumn. 

For the North Atlantic region (40' 

I 
Number of cycloue~ l E+ I E- 

Reduced to I years 
4 years 

ioe Wieso also investigated the relationship betweeDerw 
conditions in Greenland Sea, or rather the spring teDfoaes 
ture at Grimso, and the latitudinal distribution of cYC ere& 
in the following December to January, over @. jp 
bounded by 40' and 75" N. latitudes, and incl~.dflf$p 
addition to Europe a portion of Western Sibor@ doe 
found a greater number of cyclones between ?$Er Q 
40' and. 60: and. a smaller number north of 65 
cold sprmg in Gnmso. This probably indicates tb? d p  
in December to January the mean cyclonic path l9 d 
placed southward after a heavy ice season in Greeal", 
Sea, or rather after a cold spring in Grimso. 

t f4f0 

Number of cyclone8 i n  each zone of 6' latitude December $0 JarGad 
@iter cold and warm spring at Grimso (average of 6 years) 

1 40'45' 1 46O-W I 513"-660 1 65°-800 1 WO-85'7 1 66'-7% 
-----____c 

the 
In. another paper (34) Wiese pointed out $bet 00 

distnbution of cyclones over eastern Eurppe f$~$g 
month of May appears to vary with ice condition* 
the same month in Barents Sea. 
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iemporarV (A)  and subsequent (B)  air and water temperature8 

I Water temperature in ice YWS Air temperatures in ice years-Continued 
I------ I- 

AVERAGE NUMBER OF CYCLONIC STORMS 
IN AUTUMN, FOLLOWING HEAVY AND LIGHT ICE 

I N  THE GREENLAND SEA. APRIL-JULY 

H E A V Y  ICE 

FIQWBE 10.-Reproduced from Wiese (6). 

Do. 
Do. 
Do. 
Do. 

DO. 

AVERAGE PATHS OF CYCLONIC STORMS I N  SUMMER 
AND AUTUMN I N  YEARS OF HEAVY AND LIGHT ICE 

IN THE GREENLAND SEA 

SUMMER 

AUTUMN 

- Heavy ice. Apri l  July - - - Llghl ica. Apri l  July 
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Summing up Wiese's results it a peprs that the number 

especially in the autumn, than m the respective seasons 
in light ice years. Similarly, in heavy ice years m the 
Greenland Sea the cyclones t r avehg  across the North 
Atlantic Ocean take a mor? southerly cpurse in the 
summer, autumn, and early wmter than 1n light Ice years. 
Tbis trend manifests itself somewhat mor? readily m the 
western portion of the North AtlFtic in the summer 
and more readily in the eastern portion of that ocean in 

of cyclones in heavy ice years ;4 Q ess in the summer and 

the autumn. 
In  years of heavy ice in the Barepts Sea there is a 

rester concentrat,ion of cyclones movmg from the Black 
!La north-northeastward betw?en 25'-45' E. in the 
month of May than in years of light ice. 

Precipitation.-The results presented in the preceding 
section indicate the possibility of a relationshi between 
ice and areciDitation. Wiese (2) tabulated t R e depar- 
tures in rai6fall for several regions in northwesiern 
Europe which he thought might be affected by ice dis- 
tribution in the Greenland Sea. (See fig. 10.) The 
years were divided according to the ice: 8 heavy, E + ;  
6 moderately heavy, E(+); 6 normal, En; 6. moderately 
light, E(-); and 5 hght, E-, ice conditions. The 
author pointed out the variation of rainfall with ice; 
but the analysis of the values romised in a forthcoming 
paper does not seem to haqe gee? published. I t  would 
appear, however, frqm his. investigation of the relation- 
ship between cyclonic activity and ice that the depar- 
tures and trends in r5infall as shown by the values below 
can perhaps be explamed m the fol lomg manner. 

The first three regions in table 7-the Baltic Sea coast, 
Scotland, and southeast England-represent the zone 
where the variation in cy$?niq paths would be expected 
to affect the autumn precipitation most. The other two, 
Ireland and England, and Nomay, were chosen to demon- 
strate the effect on the spring precipitation of changes in 
ice. Furtber, the fin$ three regions represent two zones 
of lrrti tude; the B a h  Sea coast and. Scotland stations 
are located between 56'-59' N., while the stations in 
Southeast England are, roughly, between 5l0-52X0 N. 

TABLB 7.-Deparlures in rainfall expressed in percentages 

E.. 
N long. 2O-6O W.). 

(lat. 61°-620 N., long. vember. 
10 E . - P W '  

lcotiand (lat. I 

&&eastern Engl8nd 1 8 I October - No- I 24 I 13 I -8 1 -9 1-21 1 101 

Iril8nd 8nd 
62' 
100 

Norv 
I 1  I I  I I  I I  long. b'-14- h.1. 

Considering only the exceptionally abnormal ice years, 
the first and last columns of the table, o?e finds for the 
eight stations along the Baltlc and four stations in Scotland 
more or less the same valyes of the dcpartures. The 
same trend as for the above is shown by the three stations 
in southeast England; however the departurcs are much 
greater. The general increase pf autumn precipitation 
in heavy ice years and decrease in llght ice ears is prob- 

the mean cycgnic path in heavy as compared with light 
ably to be ex ected from the more southery f position of 

ice ears. 

cyclones immediately south of the previous path 
be diminution north of it, in our case this seems fo be-so. 

The larger departures for southeast England might of 
explained by considering the detailed distributsloIf 
cyclonic frequency in the neighborhood of the .Bntisb 
Isles in December to January of years characterised b9 
exceptionally abnofmal ice conditions in the G r c d F d  
Sea (preceding April to July). Wiese showed that duTf  
these 2 months a greater number of cyclones south 
latitude 60' occurs after a cold spring a t  Grimso tbaa 
pfter a warm spring and that the difference is most marked 
in the.zon> 50'-55' N. If it is assumed that the saoe 
c clonic distribution revails during the autumn and tbrct 

for respond to the exceptionally abnormal ice yean ,d whch the precipitation was computed, it might be S:,,, 
that, sipce Scotland and thc Baltic coast stations 
located m the zone between 55'-60' N. where the incraase 
in the number of cyclones is 13, while southeast Edand  
lies in the zone 50'-55' N. where the increase is 30, ye 
should expect for the latter region a greater incre@ ' 
precipitation than for the Baltic coast and Scotland. iaa 

The variation in sprbg rainfall a t  the Norwe$ d 
stations latitude 61'-67' N. can likewise be er;pl@' 
from the pressure distribution. In  the spring of beavy 
ice years a deep low lies off the northern coaet pf NVr* 
way (see fig. 5 )  which would probably cause heavier rda- 
fall at these stations than in the spring of light ice Pa'' 
when this low is absent. d 

Considering the rainfall distribution for Irelanda$o 
England in April of the same years, we find a ne;r,el.6. 
departure in E+ years and a positive value in E- 
A comparieon of the two spring pressure maps for he?? 
and light ice years, shows a xmaller pressure @@dle$ 
over Ireland and England in E+ years. 

therefore be expected in heavy ice years. 
In  another investigation, Wiese (35) sought a re1atioD* 

ship between rainfall in Russia and ice in the Bar'$ 
Sea. Reference was made to his previous results Sboi,e 
"g an apparent relationship between the state of e 
in the Barents Sea and the cyclonic activity in EU$o 
during the month of May, indicating during b e a u  p 
years a movement of cyclones from the Black Sea no'Bt. 
northeastward between meridians 25'45' E. ys &o 
tempt was therefore made to see whether thefe I$g 
excess of rainfall in April and May in the r y p b e a q  
somewhat east of this zone during years when ice 19 $1119 
in the Barents Sea. To determine the existents of ~p 
relationship, the correlation method was used. i , j ~ g  
period investigated was 1895-1916, or 22 years, g  be 
a standard error of 0.22 for each of the coefficients. 
April and May rainfall were correlated with the flied 
area of ice in Barents Sea during May to August ~ b 0  
m t h  the mean area of ice during May to June. 

Though it is possible that a shift in the mean 
cyc 9 onic path may not involve an increase in the numberof 

t i e years of abnorma P temperature a t  Grimso trulY cor' 

A decrease 
westerlies and consequently orographic rainfall, ala9 

results obtained were: April ,ai&' MOf 
Area of ice: rain/all f,o.4 

May-August-- - - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  r=O.59 ,0.3~ 
May-June- - - - - - - - - _ _ - - _ _ _ - - _ - - - - - - _ - - T = 0.60 

For the northern and middle sections of the regiontioo$ 
region was divided into three sections) similar corre!MJ 
gave respectively r=0.71 and r=O.68, for April an 
combined! 

r R  
(tho 

._ cor t!.! 
A test of the relationships lndlcated by the correlntlon coolficlents was $$jf$ii 

subsequent 8 years, 1917-24. Thls limited test showed no m e s  of s h W  
relntloqshlps. The I020 and 1021 droudits 8re In full agreement with the unusu 
nmount of ice in Barents 8en In these $mrs. 
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An increased atmospheric circulation should alsp mean, 
according to Wiese, an increase in pressure gradient be- 
tween the Bahamas and the Azores Therefore we 

expect heavier rainfall in the Bahamas with light 
The correlation coefficient between Ba- 

Sea ice (May) and rainfall a t  Nassau during May 
to October (period of abundant rains) gave ~ = - 0 . 4 8  
(” E.* 0.22) (1896-19 16). To sum up: It appears that in heavy, as compared 

k h t J  ice years in the Greedand Sea, heavier rainfall 
$“enenced, in the spring, in Norway, between 6lo-67O 
B and generally in the autumn in Scotland, on the 
&‘?C coast, and in southeast England, while lighter rain- 

ls recorded, in April, over Ireland and England be- 
tween latitude 52O-54O N 

~ J I  Barents Sea ice ‘there is a tendency for heavier 
r%fdl i? southeastern Russia in April and May but 
hghter ramfall at Nassau during May to October m t h  ‘uch ice, 

~$2 results described above concern relationships in- 
g ice in the northern North Atlantic and in the 

z g h b O h g  Arctic Ocean to 70° E. The ice in the 
h$‘lc waters facing Siberia and the American Continent 
aQ never been treated in a similar fashion, as far  as I 

The reason is probably the lack of 
For the same 

reason the variation of ice in the southern hemisphere, Tth thQ exception of the South Orkneys region, has not 

11 series of papers (36, 37, 38, 39) which appeared 
?’Y?n the century, R. C. Mossman presented the results 
p i  an Utensive but very limited study of the meteorqlogy 

southern South America and neighboring reglons, l‘lcludh 2’h g the portion of the Antarctic which faces it. 
e lack of extensive data and the shortness of the period 
”bch ice and other observations were available made 

blQPossible for Mossman and later for Walker (40, 41) 
g a F t  the relationships in the manner of the invosti- 

summary of the results obtained by 
ossman.togetier with the conclusions drawn by h m  

a p F d  ~1 1910 (38). At that time he stated: 
8 ariations in the northern limit of the pack ice in the Weddell pea! and Prpbably also in the sub-hntarctic waters of the South CGcJ lntlmatcly associated with the great atmospherio movc- 

Conditions. 

2. BOUTHIPRN HEMISFHERE 

* 

able to learn.? 
and systems tic information. 

‘::d Ul any investigation concerning the weather. 

Whose results have been discussed here. 
Prehminar 

&hlCh control the weather in South America. 

1916 Mossman (43) wrote: 
Tho Path of cyclonic storms * * * across the southern 

f::Qony with the northern limits of the ice belt, so that when ice is 
ROrtion Of .the South American continent appears to move in 

“Orth the cyclonic track is also north but when thc ice belt 

by:; evidence upon which the above assertions. were 
as extremely sketchy. It consists, in the main, of pter Pressure, temperature and wind observations a t  a 6‘ “?lated oints, but of rainfall over a fairly large area. 
If We a!low Mossman’s assumption that evidence is 

‘ePr!s’entattive it would still appear that there is little 
8?!$tenCY in the results with reference to the ice vanqte. 
Pr le four winters for which a southward shift of the high 
t e‘sUre belt is claimed, two, 1903 and 1904, were charac- 
Ice, ((close” ice and two, 1908 and 1910, by “open” 

from hfossman’s and from Walker’s 

to the south the cyclones also pass to the south. 
Th 

to several pnpen (in Japanese) In which an attempt waa 
o f i ~ )  in the Bering Sen on the following winter temperature 

It mny be inferred from their statements that them attempts were Inadeglloto. 

writings that when the winter at the South Orknoys is 
very close,” as in 1904, or “ver open,” as in 1908, a 

realignment of pressure fields an (f the phenomena asso- 
ciated with it is to be expected. It would appear that 
these years are characterised by opposite meteorological 
and ice conditions. However, the winters of 1905, 1906, 
and 1907 were also characterised by “very close” ice, yet 
for these no claim was made similar to that for 1904. 

In  a paper written in 1917 but published in 1923 (12) 
Mossman presented the results of a study of rainfall in 
South America and contemporary ice conditions a t  the 
South Orkneys. The period is 1903-12. Comparing the 
rainfall with the normal he obtained the following per- 
centage deviations of rainfnll for some of the more repre- 
sentative areas considered. 

( I  

Season _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  I Bummer I Autumn I Winter 1 Sprlng 

Pct. 
0 - 19 

-10 
-0 
-6 

Pet. 
9 

14 
32 

-16 
3 

Pct. 
10 

-14 
-32 

16 
-4 

Pel. 
M 

-41 
-16 
-4 
-6 

Pct. 
-9 
Q 
8 
1 
4 

Pd. Pet. 
8 -6 

-8 6 
6 -3 
1 -1 

-2 1 

No explanation for the manner of variation inrainfall, 
as given in the table, was suggested by the author. 

8. DISCUSSION 

Tentative explanations for some of the relationships 
indicated from the results presented above were suggested 
by a number of invest1 ators, but notably b Wiese, and 

attempted to present the essence of these explanations 
and at the same time enlarge on them. 

The discussion is limited to relationships. involving ice 
in the Greenland Sea. The selection of this variate was 
made desirable by the fact-that, on the whole, the most 
adequate and “sign!ficant” ice observations so far, appear 
to be from that re ion. Further it was deemed sufficient 

basic element, prossure distnbution. Wiese’s maps (fig. 5 )  
giving the mean spring, summer, and fall pressure distri- 
bution for a!1 the heavy and light ice years and the corre- 
lations obtamed by Brooks and Quennell were chosen for 
this purpose. 

From a consideration of the maps it would appear that 
the following takes place: In  heavy as c9mpare.d with 
light ice years pfessure is higher over the immediate ice 
region in tho spring. With tho dis 
pressure arm southeastward the 
centers of hi h pressure to the 

by Brooks and Quenne ? 1. In  the iollowing %Des I have 

for the purpose of 1 ? lustratio? toslimit the discussion to the 

more southor 7 y position. 

The new boundary extends sevcra I! hundred miles in the 

It may be noted that the direction in which the high- 
pressure field olwr Greenland region is displaced is p;ob- 
ably determined to some extent b the ice distribution. 

direction in which ice conditions are above Formal, 
roughly parallel to the old one. The effect of the increase 
in tho amovnt of ice, as represented by an intensification 
and extension of the high-pressure field, will probably be 
limited to the new ice boundary. This holds at the be- 
ginning. As the ice begins to drift, southward and east- 
ward the region of high ressure embraces an even wider 
area. The low-pressure gelt partly in consequence of the 
changes in the high-pressure field to the north and partly 
as a result of the general decrease in intensity of ClrCU- 
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lation, will also be displaced southeastward and tend to 
fill in. 

We may now reconsider some of the more obvious 
effects whch may be brought about by the changes in the 
codguration, position, and intensity of the pressure 
centers duscussed above. Assuming for the moment that 
the lowering of ressure oyer the British Isles implies an 
increase in c y c h i c  activlty over that area we would 
expect the mean cyclonic path tp suffer a greater dis- 
placement in the autumn than m the summer but to 
suffer none in the sprmg. Obviously, the sole fact that 
the pressure is lower over Great Britain in summer and 
autumn after a heavy than after a hghf 1:: season is not an 
indication of a greater cyclomc acitivity there. The 
pressure over the British Isles, however, using the same 
example, is determined to a large extent by the configura- 
tion of the general pressure field over the North Atlantic. 
This field, we saw, is modified after a heavy ice season, in 
such a way that the high pressure field in the north is 
displaced southward and along with it the low pressure 
field south of it. Thus the lowering of pressure during the 
summer and autumn must be associated in the main with 
a displacement of the belt of low pressure and hencethe 
mean cyclonic path southward. 

It may be said that one would expect to find the sort of 
distribution of the latitudinal difference of mean cyclonic 
paths between heavy ice and light ice years, as was shown 
earlier on the basis of the followm considerations. The 

2 months of spring and the first 2 months of summer 
(April to July). The maximum effect of ice on the water 
temperature would be expected during the height of the 
ice season or, because of a certain persistence tendency of 
the ice and the cold water which forms as the ice melts, 
at the end of the season. This appears from a correla- 
tion of the ice area in Greenland Sea during April and 
May and the mean monthl temperature of water at 

with May but the highest were for June and July. On the 
other hand the maximum departure in the water tempera- 
ture which is brought about by the melting of the ice and 
transport of the cold northern water southward, because 
of the inertia of hydrological processes, may well be ex- 
pected to occur over a period extending beyond the actual 
ice season. This appears to a certain extent from the 
fact that the persistence tendency of the water tempera- 
tures at Papey is greatest for the period June to Septem- 
ber, which is to be expected if we admit a continuous 
supply of water from the same source. 
Correlation coefiients, monthly sea-surface temperature at P a  ey with 

that of the following month (1876-1916) (S. E.=O.lBP 

r= 0.61 0.61 0.81 0.76 0.90 0.84 

r= 0.86 0.89 0.68 0.69 0.65 0.70 

ice season in Greenland Sea is usu BF: y confined to the last 

Papey, East Iceland. High va 9 ues were obtained beginning 

Jan.-Fcb. Feb.-Mar. Mar.-Apr. Apr.-Afay MapJune June-July 

Julu-Aug. Aug.-Sept. Sepf.-Od. 0d.-Nov. Nov.-Dcc. Dcc.-Jan. 

The influence of the Greenland Sea ice on the tempera- 
ture of the water to the east and of the cold water carried 
down from the north might be expected to be felt progres- 
sively later as the cold .water carried down by the East 
Iceland current spreads m that direction. This was indi- 
cated to some exten! from a correlation of the temperature 
at Pa ey in June with that at Thorshavn, Faroes Islands, 
and &a, Norway, for the 3 summer months (31). The 
highest values, though very small, were found for Thors- 
h a m  in July and Ona in August. 

The effect of the gradually spreading relatively colder 
water southward and eastward 1“- years m t h  heavy ice 
may be the cause of the progressive displacement of the 

t ic  mean position of the cyclonic path over the North AtIan 
which was indicated earlier. It is thereby assumed tb$ 
the belt of cyclonic activity which lies along the Zon:old 
interaction between the warm Atlantic water and th! 
polar water suffers a displacement as the zone of der’ 

It was assumed that the effect of a greater a m o p t ?  
melted ice and cold northern water, because of the mer;: 
of hydrological processes, appears some time after thatbe 
has disappeared and is therefore most pronounced of 
autumn. 
atmosphere to the ice directly is most telling in the SP$ 
and early summer. In the first instance, one of the res 
of a heavy ice season appeared to be a displacement of 
mean .cyclonic path southward in the summer and 
cially m the autumn, as well as an increase in the 0 
frequency south of latitude 60°, together with a de@@ 
north of latitude 6 5 O ,  in December to January. 

In  the second instance a large amount of ice appe8Ced 3 
be accompanied by a lowering of temperature and nS0 
pressure during the spring and early summer. Therefo$; 
though a t  this season there may be assumed to be no Si@ 
of the low pressure field southward, that is to.saYhorO 
mean front remains in the same position, there is a of 
frequent outbreak of cold air masses. The ~lim$”~be 
Grtat Britian, we recall, appears to be less maritime 
spnng during heavy than during a light ice season;c0 ip 

The above interpretation of the role of polar 
the atmospheric circulation is probably but 8 
phase of a more general and inclusive interpretf@’Di~O 
the process involved, namely that the variation ia of 
is the result of the character of the preceding stf&p 
the general circulation, and that the correlation be orbl 
ice and subsequent weather, as indicated in its g;:&S 
features by the southward displacement of storm doe 
during the late summer, autumn and early winte? is 
to the state .of atmospheric and oceanic circulatlone$,~t 
ceding the. ice season and to the reciprocating bOrlC 
whch the ice and cold water exert on the atmosP 

acting waters is displaced. f 

On the other hand the effect of the exposure! 

circulation. d i d  
Probahlv what takes dace is about as follows: Prec?-;t,V 

ft  heavy ic’e season we gave a period of marked hact1”;! 
u1 the general circulation and consequent coldness d 
ocean and atmos here, followed by increase in ice $0 

distribution favors northerly winds as indicated byd to 
above normal west-east pressure gradient from 1ce!&7ac04 
northern Norway. The consequent southward dlsP $ 0 ~ ’  
ment of the ice and cold water explains the heaW icet?; 
son in the Greenland Sea and the subnormal water 
peratures extending still farther south. The resultlDf$$Y 
of the zone of maximum latitudinal temperature Goa *bop 
southyard probably explains the more southerly POs:,@ 
of ma=mum cyclonic activity as represented by the dr of 
tracks during late summer, autumn and early @ 
heavy ice years. 

high pressure in t f e North. The accompanying Pres tb0 

(1 
4. APPLICATION TO WEATHER ANALYSIS AND FORECASdPI 

gi@ 
Past weather has been analyzed by Brooks and b3a4, ~k 

as a PreGminarV step to forecasting. Brook? (. 
tempted to analyse the causes of pressure dlstflbutd 
favorable to wet seasons in the British Isles. Re t~$,yb 
a total of 14 cases, which occurred over a period Of dip 
50 years. TWO general types of wet seasons Were OP 
tinguighed, pne caused by cyclonic, the other 
gra h c d  rainfall. @Of0 

&me there is a tendency for depressions to f?floNb@fl 
southerly tracks in years of much ice, especially t~’ 
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and h t e r  following the ice season, “we should expect 
seasons in tho British Isles (of the c C)OI+C type) to 

occur most frequently in years with muc z ice m the east 
Table I (not reproduced here) shows that 

%’ Pariable exceeded its normal value ip 8 out of 13 
btanceS.” With regard to the orogra lucal type “ths 

p ? e  gradient over the British Isles) or when the Ice- 
“d ice is below normal, and especially in the sprbg 

Of Ice-poor years.” 
‘? concludes “that wet seasons in which the rrtiqfall 

*bution is of the orographical type seem to be*m:.l< 
on the occurrence of three factors 

(’% Of Which is) * * * the almost complete absence 
Of lcO during the wet season * * * For a wet season :f ihe *cyclonic type favorable conditions appear to be 
DEecedin, a 2 g e  amount of ice off Iceland during the 

ter and spring; for the wet seasops the 
?‘ationships found are not yet sufficiently precise for 
Orecasting purposes; * * * the complex effects asso- 

with Arctic ice still need a great deal of research to 
@lucidate them” (44) 

The robability that the relationship between Novem- 
ber-‘ Z n u a q  pressure and Arctic ice during the preceding 
8pwg and summer (approximately), is real, led Brooks 
and Quenneu (4) to investigate it more closely. He 
‘OQPUt$. partial correlation coefficients between the $ CoQdltlons in four regions,Iceland (December to June), 
J*hd Sea, (April to June), Barents Sea (April to 
h e) and Ear, Sea (August) on one hand, and Stykkis- 

Pardo, Valentia and Ponta Delgada on the other. 
’P24lform period 1895-1925 was employed throughout. 
gi: Partial correlation coefficients of the third order are 

table 8 which is reproduced here from their paper. 

‘48ta 8.cPart ial  correlation coeficients (r) and regression coefi- 
nents (b) with Pressures in  November to January 

Sea. 

might be expected when pressure in Ice P and is low (large 

I S t y k k i y  I Vqdo 1 Vnlentia IPonta :dgada 
I 

I I 

ItMas previously noted that Wiese found an apparent 
i:$OnShlp between ice in the Barents Sea and more or 

C?ntemporary rainfall in southeastern Russia. In  ither ‘nPestigations Wiese and others showed that icq in oecta s a  tends to persist from year t? year. In  view 
Pop re!ationships indicated between ice and contem- 

ramfall, the possibility was suggested of a relation- 
8’et:veen rainfall and ice in the receding season. 

oFPelati?g rainfall during April to hfay ln percent of PQal Yith ice in the Barents Sea in the receding Mamy 

fall (‘*E.=0.22). The values of the A p d  to May rain- 
P1 ?OmPuted with the aid of the regression equation em- 

the above elements expressed in percentages of :aa’ were then compared with the actual values 
Qdep$! T [ F d  and for the 21 years which were cpn- 
ot de percentage of cases having the same sign 

P1 O b t a u l  a real test of the relationship Wiese em- 
‘he above formula and another formula for May 

(?&@ 1,000 square kilometers Wiese o % tamed (35) T= 

’poPartFe was found to be 90 percent. 

rainfall for test forecasting (33, 45). The computed 
values together with the observed values are given below: 

Comparison of observed with forecast values of rainfall in southeastern 
Russia expressed i n  percentages of normal 

B. Relations between sea ice and world weather 
1. QENl3RAL CIRCULATION 

In  considering relationships between ice . and world 
weather Wiese assumed that ice reflects the lntensity of 
the general atmospheric circu!atiop ; that the circulation 
is weaker with heavy than with l~ght  ice conditions. A 
certain amount .of evidence was offered to show that 
insofar as the circulation over the North Atlantic and 
Europe is concerned (the only regions considered) such a 
tendency exists. 

In  presenting that hypothesis it was contended that 
the effect of a diminution of intensity of atmospheric 
circulation is a greater formation of ice. However, the 
greater amount of ice favors a higher pressure in polar 
regions and therefore a decrease in meridional pressure 
gradients, and hence a further wealremng of the cucula- 
tion. Thus a growth of ice caused by an incipient weaken- 
ing of the circulation promotes in turn a continuation of 
ths trend, or one aids the other. On the other hand, the 
presence of a larger amount of ice, in other words a south- 
ward displacement of ice and cold water, implies a gFeater 
thermal gradient between polar and equatonal latitudes 
and consequently an increased circulation. The inherent 
L‘contradictionJJ of the above state of affairs yas  first 

However, it was inferred 
!y Brooks (29) that the opposing tendencies may not be 
balanced, in which case the clrculation may be weaker 
or stronger for one penod or another. 

If there is assumed an excess of ice and a weaker 
circulation, it is apparent that the established process 
cannot go on indefinite!y because an element is im- 
mediately introduced which opposes this tendency and 
finally becomes the domiiiating factor, breaking up the 
established chain. When this happens we have the 
reverse process a t  work. The circulation is intensified 
and, because of the stored-up energy, becomes above 
normal. 

Thus opposing forces are a t  work seeking to  establish 
a balance, which is never reached in fact. This explains 
the existence of the apparent contradictions, a diminished 
circulation associated with an excess of ice and ac- 
companied by an ever increasing tpmperature gradient 
and, conversely, a, more intense circulation associated 
with p. deficiency of ice and accompanied by an ever 
diminishing temperature gradient. 

The necessary implication of the foregoing is that. there 
must exist some sort of an oscillation in the variation of 
amount of ice and the atmospheric circulation. To be 
sure it could not be periodic, nor very dofinite, the 
forces roduced by thermal and pressure gradients are 

It would appear that one could find .a reflection of 
these oscillations much more readdy in because of 

ointed out by Simpson (46). 

probnb P y never balanced. 
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its greater stayin qualities and confinement to relatively 

Several investigations show a definite tendfncy toward 
a “periodic” variation in ice conditipns. Memardus (10) 
who investigated the vanation in ice at Iceland over a 
period of more than 100 years found an average 4X-year 
period. Wiese (2) showed that .the ice.rq$me in the 
Greenland Sea also shows a sirmlar variation. Brooks 
(47) who analyzed by means of a periodogram Meinardus’ 
data augmented by subsequent observations found the 
period at Iceland to be 4.75 years. A similar period is 
also indicated in the variation of ice conditions off the 
North Siberian coast between Kolyma, 160’ E., and 
Bering Strait (48). 

It would appear from the above considerations that, 
to a certain extent, ice in polar regions is indicative of the 
state of the atmospheric circulation. Direct evidence 
that this ice is related to world weather is ractically 

these 
lines and the evidence obtained is inadequate to enable 
one to draw definite conclusions. Wiese (49) sought a 
relationship between polar ice and rainfall in equatorial 
regions .on the assumption that an increased circulation 
is associated with heavier precipitation, due to greater 
convection. 

Because of lack: of extensive rainfall observations in 
equatorial Africa, Wiese chose the mean level of Lake 
Victoria as representative of the relative value of pre- 
cipitation in a part of that region. For South America 
the choice of the actual values of precipitation was made 
possible. As an indication of ice conditions in polar 
regions,. Wiese took the ice regime in Barents Sea. A 
correlation of May to July ice in the Barents Sea (1896- 
1916) with contemporary values of the mean level of 
Lake Victoria gave a coefficient of -0.62 (S. E.=0.22). 

It was further assumed tha! the process of a diminution 
or intensification of circulation is reflected first in the 
preci itation of equatorial regions. To check ths, TViese 
corre Ip ated ice in the Barents Sea, .May to August, with 
the mean value of level of Lake Victoria during-January 
to A ril. The value of the correlation coefficient was 
slighty P higher, -0.66 (S. E.=0.22). A correlation ot 
May and June ice with the mean value of the January 
and February level gave r=--0.72 (S. E.=0.22). Ice in 
Ba,rents Sea was also correlated with the annual precipi- 
tation at 10 stations in equatorial South America (1896- 
1916). The value of r was -0.61 ($3. E.=0.22). 

Wiese also sought to find a rehtionship betweon ice in 
the Antarctic and the two elements discussed above. 
Because of the nonexistence of adequate ice observations 
Wiese took the pressure difference between Punta Arenas 
and Cape Pembroke, which indicates the strength of the 
south winds and therefore might possibly be considered 
as a measure of the amount of ice brought northward. 
Correlating the pressure difference for February to April 
for the 20 years with mean level of Lake Victoria for 
January to April he obtained a coefficient of -0.46 
(S. E.=0.23). A correlation of pressure difference with 
South American rainfall gave r= -0.24 (S. E.=0.21). 

limited regions, t a an in the atmosphere. 

nonexistent. Little effort has been directed aong ‘p 

2. WALKER’S OSCILLATIONS 

The three oscillations conccjved by Walker: namely, 
the North Atlantic, North Pacific, and southern may be 
defined as sta,tistically derived systems of pressure, 
temperature, precipitation, and other elements which 
were obtained by correlating, the meteorological elements 
at a large number of stations wlth one another and 

td 
The elements were then incorporated i? ’ selecting several elements which showed a marked mutu 

relationship. 
formula in which each was given a certain weight W 
was deteryined somewhat arbitrarily from the value 
the coefficient. 

Though several investigations have indicated relati’$ 
shlps between ice conditions in polar regions and  SO^\,^ 
the elements which comprise the systems it would bedso 
mych to say that rellltionships would be expect<ddoUb 
with the systems as a whole. The correlations carIle 
between ice and the three oscillations gave (60, sl)$ 
slgnificant negative coefficient ap arently only in cas0 
the North Atlantic oscillation d r c h  to May and Jgl 
to August with ice in the Barents Sea of the same $te@ 
and t.his may be due to presence in this particular sY 
of a number of factors which would be expected, fLiz 
other considerations, to show a relationship with 
ditions. No correlation of the spring and summer 
Atlantic oscillations was carried out with ice in the Greev 
land Sea. 

With the North Atlantic oscillation, in the fo1low$f 
December to February no relationship was indicate$0v 
with Barents Sea ice April to July (45 years) and 
foundland ice, March to Jul (27 years), and 

dicated from a correlation between the southern . ;or 
August (38 years). Similar 9 y, no relationship :;$11&- 

tion, June to August, December to February and p”” 
(2 quarters) South Orkneys ice (13-24 years). 

C. Miscellaneous relationships 
d rela. 

out tionships between ice and meteorological variates dtb b 
reference to any particular hypothesis. One might e$$$ 
that variates whch are related to variates treated bwO1l. 
tions A and B would show a relationship here a\scffy 
However, the elements correlated with ice, with om 
tion, did not figure in either of these sections. 

p. 167): 

In this section will be considered attempts to fin 

$i 
fall in relation to South 1 merican weather, states 

Mossman in his investi ation of Indian monsoon 

frofl 
With regard to monsoon rains a comparison of the departures *owf 

the normal for the southern autumn (March to  May) and .? ice 
(June to  August) conditdons shows no definite relation $@5’ 
conditions at the South Orkneys during close and open 

Wiese attempted to show (5, 6) that the states 
atmospheric circulations in the Northern and SO d fof 
Hemispheres tend to bc analogous to each other, tn ti$ 
this reason, also the state of polar ice and the distrlbU 
of pressure, ternpepturf?, et?. To obtain an idea F 
whsther such a relationship exists Wiese compared ‘:$d 
vations of ice a t  the South Orlmeys, available for theP,fiod* 
1903-12, with those from Barents Sea for the same p 
The comparison was limited, in case of the South prl‘$$ 
to March to May, (southern autumn) when possible $ad 
influences on the formation of ice apparently are lo@’’ tllo 
in the case of Barents Sea to May to August. Fro$ tbo 
table below i t  appears that years with heavy ice Brt$ 
South Orlcneys are characterized with a positive de? 
in the Barents Sea and conversely, years with 
conditions show a negative departure. cQB5 

The fact that not rr single exception to this fl’igpif 
found led Wiese to presume that the relationsblp, eo ,j the short interval of time involved is not a d d  OD, 
The analogy between the ice regime of the Southe$@;$ 
Northern Hemispheres is however less successful 
appears. In the comparison of ice observation! $$OB 
South Orlmeys with those of Barents Sea, Wios0@ 

of 
utb@ 
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Of the autumn season was mot.ivated by the desire to 
@ b a t e  as much as possible local influences on ice forma- 
!‘On* while it is admitted that in the autumn these 
148uences are least it is perhaps significant that when  observation^ of the summer season, an almost equally 
iquable season, were used in the comparison, as was done ’ walker (32) and by myself, the coincidence whlch 

was very poor. 

of ice at South Orknegs, designated a8 ccopenJJ or “Che,” 
with ice in Barents Sea i n  departures (1,000 sq. km.) from normal 
(28 Yeare) 

“OPEN” YEARS 1 1904 I 1906 1 1906 1 1907 1 1908 __---- 
\ ’%-- - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -168 -165 -61 -130 -121 

1 “OLOSE” YEARS 

with an increase in the area of ice in polar regions 
due to. a diminution in intensity of the atmospheric 
?:$:$on there should also occur, it was reasonably 
the I 8 rise in pressure in these regions. To ascertain 

@ast?nce of such a relationship Wiese correlated the 
ibaerVatlons of mean monthl ressure at McMurdo 

available for the periods e ruary 1902 to January 
pp and January 1911 to December 1912, with the niean 

from Gjesvaer, 71’ N. 25’ E., the most northerly 
apparently, for which records fop any length of 

of 4wRre available. A positive correlation coefficient 
h (s. E.=0.26) was found for the period from 

ovember to the second February, or 16 months. A 
Corpelation of mean monthly pressure values be tween 

Arctic station, o n the northeast coast of Green- 
(75’ N.) and McMurdo Sound, for the period 

0.i:4ber 1911 to July 1912 (19 months) gave a value of 

he,, e Very short period covered by the records involved 
Q Precludes comment on the results. It occurs to 
! Q ~  Fince seasonal and geographical factors o erate 
ito?’ &stmctl against a general uniformity of circdtion, 

’F doubtfuYif a marked analogy in ice and pressure 
vaPzatlons between the two hemispheres could be found. 

D. Relations between icebergs and weather 
t‘ ‘he icebergs that were considered in the limited inves- 
‘gat10n5 are those observed mainly in the South Atlantic 

walker (53) investigated the effect on Indian 
t$‘ao?n rainfall of icebergs in the Southern Ocean, over 

be seen that in the South Indian Ocean (20’ E. to 149’. E.) 
4“Lnber of occasions on which ice is recorded may be described 

1888 to 1892, large in 1894, and very large from 1895 ‘%?” from 1898 to 1902, large in 1904, small in 1906 and 
’h and large in 1909. Thus ice was abundant in 1894 and 1909 

Our rains were good, as well as in 1895, 1896, and 1904, when 
1889Q0nsoon was deficient, and in a similar way ice was scanty in 
‘\l@P’ lgQo~ 1892, 1898, and 1900, when our rainfall was above the 

Well as in 1891, 1899, 1901, and 1905, when the monsoon 
GQth I It .doe8 not therefore appear that the ice (icebergs) in the 

0 4 ~ ~ o ~ d i a n  Ocean exercises a material influence on the Indian 
Fh * ’‘ e data for the South Atlantic Ocean are, however, more promis- 

‘!?> this respect * * * it appears that  the quantities of ice 
from 1885 to 1891, were large in 1892, very large in 1893, 

pis* E. = 0.24 .) . 

@ ’@hods 1885-1912 and 1869-1912. It 

and did not again become really large before 1906. In that year 
and in 1908, very many observations are indicated, while there are 
many in 1910 * * * it may be gathered that icebergs were 
extremely numerous from April to October 1892, from December 
1892 to June 1893, from September 1893 to January 1894 and in 
1908; * * * fairly numerous * * * lS69, 1875, 1879, and 
in 1906. Now if we turn to the data of annual pressure a t  Santiago, 
Buenos Aires and Cordoba * * * we find that in the 3 years 
mostly affected, 1892, 1893, and 1908, the mean of the pressure 
departures of thesc places was 0.47 mm., 0.77 mm., and 0.51 mm. 
Further in 1869,1875,1879, and 1906 the mean departures were 0.14 
mm., 0.32mm.,-00.03 mm. and 0.05 mm., respectively. The number 
of years for which information is available is not large enough to jus- 
tify a definite conclusion; but the data emphatically suggest that 
years of much ice off South America tend to be years of high pres- 
sure in the Argentine Republio and Chile. We should accordingly 
expect them to be years of good rainfall in India; and it  is interest- 
ing to see that in the monsoons chiefly affected, those of 1892, 1893, 
and 1908, there were excesses of 4.93 inches, 3.64 inches, and 2.10 
inches; while in the years 1869, 1870, 1875, 1879 * * * and 
1906 less affected, the departures were -0.11 inch, 1.42 inches, 
4.41 inches, 2.28 inches * * * and -0.11 inch. The mean 
departure for the first group is 3.56 inches and of the second group 
1.58 inches. 

It is perhaps worth while to point out in connection 
with the above that the largest number of icebergs 
recorded was 306, in 1906, of which 271 were in the South 
Atlantic. It occurs to me, in the light of otherinforma- 
tion, that the ratio of actually observed icebergs to those 
that are reloased is negligibly small, 

Walker also correlated (52) the southern oscillation, 
December to February and June to August with contem- 
porary and preceding (6 months) South Pacific icebergs. 
The coefficients were negligible. 

111. SUMMARY OF T H E  MAIN RESWLTB A N D  REMARKS 

The main results presented here indicat? a contemporary 
and subsequent relationship between ice in the polar seas 
of the Northern Hemisphere and the general circulation 
as indicated by the pressure distribution as well as the 
phenomena associated with it (temperature, cyclonic 
activity, rainfall) over the North Atlantic and Europe. 

With a heavy ice season in the Greenland Sea (approxi- 
matel April to July) pressure is generally h!gher m the 
neighLrhood of the polar seas but lower in northern 
Scandinavia, the Norwegian Sea, and to a smaller extent 
generally elsewhere in Europe and the North Atlantic. 
Following the heavy ice season in autumn, pressure co?- 
tinues high in the neighborhood of the polar seas and is 
low over western Europe, especially the British Isles, 
northern Trance, etc. 

The variation in pressure at various points, and in the 
pressure difference between them, appears to be brought 
about through changes in the intensity of pressure centers 
and through their displacsments, the general trend being, 
in heavy ice years, toward a filling up of the Icelandic 
LOW, a flattening of the Azores HIGH, a retreat of the 
westerly extension of the Siberian HIGH, and shift of the 
pressur? centers equatorward. This appears to be ac- 
companied by a diminution of cyclonic frequency and a 
southward dis lacement of the mean cyclonic path over 

winter follomg the heavy 1ce season, which apparontly 
produces the heavier rainfall in the regions affected, 
notably the British Isles and the Baltic coast. A sub- 

the North At P antic, in the summer, autumn, and early 

’ In n discussion of Wiere’s results 8s they ertnin to periods of exmqsive rninfdl over tho 
British Islcs tho followin statement by C. E. P. Brooks is quoted: “In sprin nnd sum- 
mer of a yenr with much %e, pressure tcrlds to be above normal near Iceland, d%nlnlshinl 
the force of our westerly winds. In spring the high ressilrc tends to spread O v e r  tho 
Britlsh Isles nnd Bcnndinnrin giving us a,flne, thou& rather cold renson; but for the 
remainder of the ycar resurc over the British Isles tends to be below normal. and the 
wcnthor to bo wct nn8 stormy. Thls IS cspocielly notimnble In the late autllmn and 
earl winter; and some of our most dlsagrecable wet sensons. notably I912 and 1918, Can be 
ettrhutcd mninly to an O X C O ~ ~  of ice near Iccland and in the areenlmd sea’’ (Q. J. R. 
Meteor. 800. p. 137, 1930). 
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sequent analysis of wet periods in. the British Isles indi- 
cated an association with ice conhtions rn the Greenland 
Sea. 

With a heavy ice season in the-Barents Sea somewhat 
similar relationships obtain. Ramfall is above normal 
in central and southeastern Russia during. April and 
May. Attempts at relating past rmfa l l  to ice and the 
forecasting of rainfall have proved moderately successful. 

In connection with the results presented above, various 
limitations and difficulties must be pointed out. The 
data upon which they are based. are meager. Many of 
the conclusions are based on studies of years in which the 
ice was in fairly marked defect or excess rathe: than on 
all the available data. Again, and tbs is especially note- 
worthy from the point of view of forecasting, the results 
are based on averages and often differ markedly in indi- 
vidual years. On the other hand, the various results 
obtained by different investigators using data for some- 
what different periods have proved fairly consistent. 

Since the physical basis suggested for the various rela- 
tionships is still uncertain, we have no definite assurance 
that some of the results are dependent on the ice. Il’his 
does not diminish the value of ice as a criterion of the pre- 
ceding, contemporary, or, what we are mainly interested in, 
subsequent weather, especially since the other f?ctors are 
unknown. On the other hand, unless the other mfluences 
are also ascertained, we shall ever be somewhat at 10.s as 
to the correct evaluation of the ice factor. 

To determine finally the role of polar ice it will be nec- 
essary to elucidate a multitude of points. These may be 
classdied broadly as (1) the manner of variation of ice, (2) 
the relationships between ice and the weather, (3) the 
physical basis underlying these relationships. The above 
necessarily implies a study of other factors which appear 
to be related to ice as well as to the weather. 

In  conclusion I wish to point out the advantage of em- 
ploying ice as an index of the-general circulation and the 
weather, by virtue of the persistence .tendency or relative 
inertia to changes mth  which the ice is characterized, 
and the stabilizlng effect which ice apparently has on the 
general ckculation. We might expect that an element 
characterized by a certain amount of persistence tendency 
would not only reflect large scale and complex changes in 
the circulation in a simpler manner than an element which 
does not possess this property to a marked degree but that 
it would also simplify these changes through its stabiliz- 
ing effect. On tho other hand, any element characterized 
by too much inertia might be expected to be too insensitive 
to important changes the crculatlon. Thus an ole- 
ment is required which is neither too elastic nor too rigid 
(in the above sense); and it appears that ice is one 

It should be added that none of the investigations 
directly concerned the weather in the United States. 
There is good reason .to believe, however, that the ap- 
parent variation with ice .conditions of the positions and 
mtensities of the Icelandic LOW and the Azores EIGH is 
reflected in the weather 111 this country. Nor did any of 
the investigations reviewed deal with the known variations 
in ice conditions off the Alaskan Penmsula and northeast 
Siberian coast. It seems probable that an association 
between the state of ice in those regions and the weather 
in Canada and this country may also exist. 

I am indebted to Prof. c. F. Brooks of Harvard IJni- 
versity and to Prof. H. C. Wi11pt.t of the-Massachusetts 
Institute of Technology for a critical readlng of the con- 
tents of this paper and for a number of valuable discus- 
sions. 
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DISCUSSION OF SOME THEORIES ON TEMPERATURE VARIATIONS IN THE NORrd 
ATLANTIC OCEAN AND IN THE ATMOSPHERE 

By R. B. MONTQOMERY 

The first part of this discussion deals with the work of 
Helland-Hansen and Nansen (1). It IS not necessary for 
our purpose to give a detailed review of this book. I 
wish merely to present the general conclusions reached by 
the authors, together with a few examples of the evidence 
on which the conclusions are based. I wish also to dis- 
cuss, in certain phases, the validity of these conclusions. 

The first part presents Helland-Hansen and Nansen's 
study of the surface water and air temperatures and winds 
in a number of regions of the North Atlantic Ocean (see 
fig. 1) for the years 1898-1910, especially for the months 
February and March. 

It has been suggested by many authors that variations 
of North Atlantic surface temperatures, and of water and 
air temperatures along the northern coast of Europe, may 
be due to variations in the strength or temperature of the 
permanent ocean currents, particularly of the Gulf Stream 
system. The authors of the present book show that this 
is very unlike1 . There is practically no evidence of any 

paths of the ocean currents, but rather anomalies of the 
same sign appear simultaneously over large areas. For 
yearly temperatures the agreement covers the whole 
eastern North Atlantic between latitudes 30' and 60' or 
even down to 18O. (See fig. 2, for example.) Further- 
more, according to the authors, the air temperature anom- 
alies, which on the whole run parallel to those of the 
water, have ma itudes larger than those of the water. 
This is indicaterin figure 3a, but in figure 3b the two 
magnitudes are very neafly the same. If the air tempera- 
ture anomalies result dlrectly from those of the water, 
the former would be expected to be smaller than the 
latter. Finally, the authors point out that the water along 
the Norwegian coast, where the temperature is h o w n  to 
have close associations with Scandinavian weather, is not 
even in part supplied by the Gulf Stream (as was sup- 
posed by Otto Pettersson . 

The conclusion reache d in the book is that anomalies 
in water and air temperatures result from anomalies in 
the local winds, and that the two temperature anomalies 
occur independently. For instance, where the winds have 
an abnormally large southerly component, the air tem- 
perature is, raised and surface water is driven northward, 
or not so mtensely southward, with the result that the 
water temperature is also raised. This phase will bo 
discussed in more detail: 

Figure 4 shows normal surface isotherms for February, 
and normal gradient winds for January and February as 
determined from surface isobars. The authors find that, 
in the open ocean region where there are no strong dis- 
turbing factors, the angle between gradient wind and 
isotherms varies only between 29' and 47', with a mean 
of 39'. Assuming water temperature to be a conservative 
property, the motion of the surface water must follow the 
isotherms. Hence the authors consider this angle of 39' 
to be in excellent agreement with Ekman's value of 45' 

Berssten (3). 

progression o ? water temperature anomalies along the 

I Figures 1 to 8 me reproduced from Helland-Hsnsen and Nsnsen (I): flgum 7 from 

for the angle between surface wind and the drift Cur$ 
a t  the surface. The first objection to this is that >v5t1p 
temperature at the surface can hardly be ~uff ic l~?  
cpnservative to justify this reasoning. The second oble:i 
tion is that the authors failed to realize that, regsrde3 B 
the direction of the surface current, tthe transport 
steady drift current in deep water is directed 90' fr0ln 
surface wind. Of course a gradient current may be Sup0' 
posed, so that the total transport is a t  a smaller an$?* 

In plates 1 6 4 1  the authors give charts for indlVldui 
months, two of which are reproduced here in figzi&r 
The plain figures are departures from normal for 0 
temperature, the encircled figures for air temperatu' ' 
both in tenths of a degree. The gradient winds are $:$ 
by arrows, the thin arrows being normal values. 
charts show clearly that, where the winds blow rnoreflBter 
the south than normal, in general both air apd th0y 
temperatures are raised, and with northerly w d t  tey 
are lowered. This is strong evidence in favor of tb bopo 
perature changes being due to changes in atmosp 

In order to put this on a rough numerical basis 1 i O ~  
studied the temperatures and wind from the '"tho 
37'49' N. and 2 O o 4 O 0  W. Throughout this regioD fl$O 
water is noimally warmer than the air, the ave;pg 
difference for the periods involved being 0.85' c. 
is a proximately the region where the authors f?UDd$ 
ang e of 3 9 O  between isotherms and gradient W J tj10 
wind blowing from warmer to colder water. Ff@' d 
26 charts I have tabulated a11 cases where the 9' 
vectors have magnitudes equal to or greater thap D:$$ 
but where the angular deviation from normal 1s a 
20'. There. are 19 cases where the deviations are 
southerly winds; t,he average water temperature &no$$ 
is 0.3S0, with all cases givlng positive or zero dopar 16 
the average air temperature anomaly is 0.88', Nlt\ds; 
cases positive. There are 24 cases of northerlY-T!$Jot 
water anomaly -0.37O, 15 negative; air anomaly 

It is desired to determine whether the essential 
of +nomalies.of wind on temperature is (1) to ProtOrp 
meridional displacements of the water which, diS 
affect air temperatye, or (2) to produce meridlonal 
placements of the a n  which in turn affect wator tea$ air 
ture, or (3) to produce independent displacements ti@ 
and water. The first alternative is contradicted by&f 
fact that the anomalies of water temperature are ST]@ 
than the corresponding ones for nir. But the aD tb? 
above does not favor the third alternative ol$i,ofi 
second, and hence does not corroborate the 
conclusion. tb0 

For the same region I have tabulated all ca!es Wher0b!* 
wind vectors have approximately normal du@tloD'&l# 
where the magnitude differs from normal, The pb ibO 
tude has a positive deviation in 34 cases, for W ~ ' ~ o @  
mean water temperature anomaly is -0.30' ad,tbe bas 
a x  temperature anomaly -0.26'. The magnltud&@' 
a negative deviation in 20 cases, for which ths 

clrcula tion. )lave 

P d 

t0@5r 

20 negative. 0fleot 
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- 
LOCATION OF OBSERVATIONS. 1888-1910 

FIGURE 1.-Location 01 observations of temporatures of aIr (in circles) and water (plain figures). 
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sponding quantities are 0.06' and 0.045O. These quan- 
tities are not symmetric because. the normal values are 
not means for the one wind direction. 

If alternative (3) above is the correct one,.it would be 
expected that winds above normal wq+d @ye negative 
water temperature anomalies and positive au tempera- 
ture anomalies, and vice versa. The values found in the 
preceding paragraph do not confirm th@ but rather favor 
alternative (1). Hence the evldence 1s conflicting and 
does not lead to the conclusion reached in the book that 
alternative (3) is the correct one. 

The second part of the book deals with atmospheric 
variations in general, and a comparison of these with 
solar phenomena. The conclusions reached in this 
second part may be quoted from the conclusion of the 
book: 

The point of departure in these investigations was the wish to 
investigate more closely some of the yearly temperature variations 
in the North Atlantic Ocean. We have seen that such variations 
are present and that they are very considerable and extend over 
great regions in common. They can be ascribed in greaterpartto 

1 .o 

0.5 

0 .  

-0.5 

-1 .o 

I t  I t  I IVI I I t t  4 -1.0 
1898 '99  1.900'01 '02 '03 '04 ' 0 5  '06 '07 '08 '09 '10 . .~ ~ _ _  . _  

AOURE 2 -Anomsllea of oman surface temperatures Feb. 8 to March 4. 1 Average of 
sir ioo 'longitude areas New York to the Englisd Channel. 2. Average'of the three 
eastern 10" longitude areas, New York to the Engllsh Channel. 3. Average of twelve 
loo longitude are- Portugal to Azores. 4. Average of the three western 10° longitude areas, New York tb the English Channel. 6. Average of curves (2+3)/2and 4. 

the action of the air pressure distribution, that  is to say, the winds. 
In order to understand the occurrence and the nature of the varia- 
tions, meteorological variations must therefore be closely studied. 
These can be understood only when the atmosphere as B whole is 
investigated, and we are therefore led to make a very wide inves- 
tigation. 

Hithereto these extensive investigations have shown UB that dif- 
ferent groups of regions vgry intact in a definite direction, while 
another group of regions varies in an  opposite sense, and that again 
still other regions show transition phenomena, partly on account of 
phase displacements and partly on account of mixed relationships 
to the primary groups. All this gives US a variegated picture of 
the meteorological fluctuations, but out of this same variegated 
picture we find also by a proper analysis the influence of the varia- 
tions in the solar activity which in all probability make themselves 
felt first in the higher layers Of the atmosphere and thereby pro- 
duce disturbances which agam introduce changea in the lower 
layers. Such dynamic changes will take different courses in respect 
to the temperature, cloudiness, precipitation, etc., at different sta- 
tions of the earth. But i t  s eem possible by a thorough evalua- 
tion of available observational matorial to work out eure and 
general rules to cover the phenomena. 

The authors arrive at the importance and the mechanism 
of solar radiation as follows. Atmospheric phenomena 

show a parallelism to solar phenomena. (The metbod 
used was a visual comparison of many smoothed Cflves' 
see for example fig. 6.) But the first effect of Solar 
changes is not found to be a change in surface an' tea* 
peratures, but rather surface meteorological phenom?" 
result directly from the general atmospheric circdatloa' 
Hence the direct effect of solar changes must take P1ace 
at some level above the surface. 
This needs modification in view of Simpson's very 

important and masterful paper of 1928 (2). AsSfliag 
that the spectral distribution of solar radiation does 
change, Smpson finds that radiation balance for of earth ma? be mpintained during a 1-percent increase. 
solar radiation lntensity by any one of the followla& 
mean atmospheric changes: 

o, (a) An .increase.in surface temperature of 2'. 
( b )  An increase rn stratosphere temperature of 
(c) An increase in cloud amount of 0.01 Of 

Simpson says: "Now there is very good reason to b:i 
area of the sky. 

lieve tha t  variations in solar radiation of the order 
magmtude of 1 percent have occurred in recent 
without anything like a change of 2 O  in mean.suff* 

;that an incress? in solar radiation, by means of an .rapl. 
mcrease in meridional and monsoonal temperature D 

ents, results in an increased atmospheric circulation vw$ 
produces the slight mcrease in cloudiness necessafl ed 
effect radiation balance. At the same time the '.CT$cb 
circulation can prpduce marked changes in weather c.cu. 
depend on a station's locality with respect to the 
lation systems. 68 

Simpson does not mention the following: The ChaD:d 
in cloudiness he prescribes keeps the solar energy absorb$ 
by the earth essentially constant in spite of a ch@@ 
solar radiation. Hence it is difEcult to find the sou$ 
of the a4ditionpl energy necessary to maintain th;bbe 
creased circulat~on. 
atmosphere as a heat engine is more efficient wbea 
cloudmess is greater. This is probably true, due 

Hence Simpson's work is essentially in agreemenLr$flg 
the conclusions of HeIland-Hansen and Nansen reg differ' 
the effect of changes in solar activity, but it gives a 
ent interpretation. 

temperature. On the other hand he believes it ..$ 1lke13 

If he is correct, it means tha 

increased condensation. ,tb 

N O T E  CONCERNING A PAPER BY FOLKE I3IC,RasTr;' 
In  spite of the conclusion of Helland-Hansen anretur? d N f l  

sen that variations in surface air and water tempo 
rn the northeaStern North Atlantic are not in the dof 
caused by vanations in the Gulf Stream and l.~fi$&d 
Current, the opp?site is still considered an estab 
fact by many wnters. An example of this is p 
which recently appeared by Folke Bergsten (si1, the 

The starting point of this paper is cliimatologlCw;&@ 
great warmth of northwestern Europe and the Nortibudea 
Sea compared with the average for the same 15 ep 
This IS immediately attributed to the Gulf z.rO~b 
Now it is true that there is a warm northward 
between Iceland and Scotland (largely in the rs&loO 
Shetland Channel), which has a heat capacity of the 
order of maqitude as the winter air transport thf0bhe 
the same section. But it is a misnomer to call tbl' If 
Gulf Stream; properly and technically the Dame i$%i 
Stream applies only to the current west of l ' '~f~er0 
40' W. The current here in question may be con ste@ 
one of the termlnal branches of the Gulf Stream sy 

I@@ 
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2 0  

but it is unlikely th8.t its variations in intensity f o h w  
those of the Gulf Stream. On the other hand it is rea- 

- 
~ 20-29OW. 43-44' N. 

- 
3 -  - 30-39" W. 43-44' N. 

I I I I I - - 2 O  

30-39" W. 41-42' N. 

30-39OW. 37-38' N. I" I- 

I ]  I I 1 1 1 1 1 1  . l e g e  99 1900 I 2 3 4 5 6 7 8 9 IO 
q0w8g 

and water temperature curves and diflcrenm for four 8m89 bOtWWIl 
Portugal and the Azores, February 3 to March 4. 

20"-60" LONGITUDE N E W  Y O R K .  
ENGLISH C H A N N E L  ROUTE 

4 '29 

-1' t- 
i - I  1 1  I I I 1 1  I I t  I .I 

1898 99 1900 1 2 3 4 5 6 7 8 9 10 
FIGUBE 3b.-Air and water temperature curves and differences for the four middle 100 

meas between New York and thc English Channcl, February to April. 

NORMAL SURFACE ISOTHERMS. FEBRUARY, AND 

DETERMINED FROM SURFACE ISOBARS 
NORMAL GRADIENT WINDS FOR JAN.-FEB. AS 

FIQURE 4. 
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From this climatological starting pojnt Bergsten pro- 
ceeds on the assumption that changes m European tem- 

1.4-0.4 0.4 0.1 0.4 0 .0 -0 .6 -0 .6 ’o .6  
. 2  . O  -.l -.I -1.0 .6 .6 . 2  -’*’ ‘ I  , b  

-.6 -.g -.a . 2  - . K  . K  .7 *4 -e.* -- 
-.2 .3  . 7  1.3 _____________________. -- 

DEPARTURES FROM NORMAL I N  TENTHS OF A 
DEGREE C. FOR WATER TEMPERATURES 

AND AIR TEMPERATURES 

FEB. 1898 

M A R C H  1902 

IO Wafer femperafures - Gradisnf winds 

@ ~ i r  temperatures --+ Normal winds 

FIGWE 6. 

perature must bo due to changes in the Gulf Stream. 
As a memure of the Gulf Stream Bergsten has carefully 

tbe compiled monthly surface water temperatures for 
quadrangle 59’-61° N., 10’-30’ W. for April to Octobe; 
1900-1933. The current in question, I beheve, lies abou 

He has then correlated the yearly values (mean Ofber- 
7 months) with temperature in the following Decem 
March at 18 land stations. Isocorrelation lines are shofl 
in figure 7. The following are the highest coefficients: 

0.30 Karesuando (northern tip of Sweden) _ _ _ _ _  - _ _ _  - _ _ _  - - - -_ - -  36 
B o d o - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  38 
Vi i s tmanno-- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  -41 Thorshavn- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  
Hence the rehtion is limited to northwest Scandka“” 
and the stations adjacent to the quadrangle. 

But. there is a high correlation of December to FebruarS 
Scandinavian temperatures with the contemporary. Valueg 
of Walker’s North Atlantic oscillation (4) which Ilf 
has almost negligible correlations with the oscillatloa 
previous quarters. Hence, unless the winter oscdlatiO’ w a y  
is caused by the summer water temperature and the 
temperature is independent OI the summer osciu@’ 
(which are disproved below), Bergsten’s low correl~t,ioDs 
are to be expected. d 

It is tempting to make use of Bergsten’s convenient ”d 
careful water temperature values. Below I have tabdata 

on the eastern edge of this region. tbe 

01 - FIQURE B.-Three-yoar (full Ilne) and eleven-year (dashed llne) running aVeregeg 
temporatures in several regions of the earth and sunspot numbers (invermd)‘ 

July! the departures from normal of the mean of his Jmer 
and August values, in degrees centigrade. 

, I n  

Normal is 10.9’. The standard deviation is 
(excluding the last 1, 2, or 3 years it is 0.54’). p”tyfO The correlation coefficients of the water tern , 
with Walker’s North Atlantic oscillation are as fo lode I 8-N 1 D-F I M-M I J-A 1 8-G P-F 

----l 

I I I I 

tioPJ 
In  the same table are reproduced some 

of the oscillation. The multiple correlation of the 
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heuPerature with the oscillation 0, 1, 2 quarters previous 
Is 0.66, - It Seen a t  once that the summer wnter temperature ‘ the quadrangle has no effect on the value of the 

*Omehtion between the summer temperature of the surface water in the 
asdM reglOn and the air temperature of the following wluter In the north of Europe. 

osc~at$O in the following winter. On the other hand the 
p ~ a t l o n  in the contemporary and previous two quarters 
i,““,? Considerable effect on the water tamDerature. This 

Nansen’s thesis that wa.ter temperature anomalies result 
largely from anomalies in local winds. 

It should be noticed that the correlation between the 
oscillation and the water temperature is negative. W$k- 
er’s chart 6 in “World Weather VI,” showing correlations 
of contemporary air temperature with the June to August 
value of the oscillation, gives positive values m this 
region: Grimsey 0.4G, Stykkisholm 0.44, Thorshavn 
0.76. Thus, when the southwest wind is stronger than 
normal here in summer, the air temperature is rmsed and 
the water temperature lowered. This supports, better 
than any evidence given by them, Helland-Hansen and 
Nansen’s thesis that water a.nd air temperatures are 
affected independent1 by the wind. Of course we cannot 

of the water is due to a drift 
current moving southeast, or to mixing of the surface 
water with subsurface water. 

say whether the cooing 9 
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SUMMARY OF THE METHODS USED AT THE SCRIPPS INSTITUTION OF 
OCEANOGRAPHY 

J F A I A M J J A 6 O ’ I  -’ 
89 

By R. B. MONTGOMERY 

1 3  

Introduction.--Water temperature readings from the 
pier of the Scripps Institution at La Jolla have been taken 
daily since 1916. In  that year Dr. G. F. McEwen started 
making expenmental forecasts of seasonal rainfall on the 
basis that subnormal water tcmperatures m the summer 
are followed by relatively h$avy randall durin the follow- 

vice versa. The first published indication (forecast) was 
in 1921, and one has been issued each October since then. 
In  each case he merely presented the evidence and stated 
that it was largely empirical so that, in view of the short 
period of the water temperatures, it could not be regarded 
as very reliable. 

These forecasts proved successful for a few years and 
drew the attention of the power interests in the region. 
However, the method did not work perfectly (the indica- 
tions were entirely wrong for 1924-25),.and it became evi- 
dent that this one zndlcator w?s insufficient to give reliable 
forecasts. Hence the power interests made it possible for  
the institution 50 expand its rograni in this field in 1928, 
beyond the lunited time that LcEwen himself could spend 
on it. Accordingly attempts were made to utilize the 
water temperatures in mqre comp!icated formulae for 
forecasting rainfall and to include air temperatures, and 
methods were developed for forecast!ng the monthly water 
and air temperatures three months fn advance. Weather 
cycles were also studied and uti!ized in forecasting. 
During this time the work was carned out by Dr. A. 3’. 
Gorton, and some of the results were published under his 
name. 

Due to the failure of the forecasts for 1929-30, outside 
support for the work was Femoved, ana further ext!nsive 
research was discontinued in 1033. Since then, omng to 
the continued interest indicated in h ~ s  work, McEwen 
has, however, continued to apply the procedure already 
developed. 

ing winter in the coastal regon of southern Ca Fii fornia, and 

Pressure gradient --.... - - _  - -  - _ _ _  
(degrees) _ _ _ _ _ _  ~ - - _ _ _ _ _ _ _ _  _ _ _ _  Ocean temperature reduction 

1. RAINFALL FORECASTS BASED ON DIRECT USE OF WATER 
TEMPERATUREG 

The seasonal rainfall figures used are those for the period 
from July 1 to June 30. The summer months in Califor- 
nia are dry, the rainy season being contained between 
November and Apnl; January usually has the most rain 
and over half the preci itation occurs in the 3 months 
January., February, and %larch. Hence the rainfall indi- 
cations issued in October for the year (July to June) are 
predominantly for coming months. 

As a physical bas;s for this forecasting method McEwen 
(7) offers the followmg. The North Pacific high-pressure 
area is most intense, necessitating an excess of air, in 
summer, when North America is region of relatively low 
atmospheric pressuTe. During mnter, on the other hand, 
there is relatively high pressure and excess of air over the 
continent. This necessitates a transfer O! air between 
summer and winter from the North Pacific to North 
h o r i c a ,  following the general circulat,txon from west to 
east. This transfer occurs intermlttently in the form of 

I. 00 1.25 I. GZ 1.87 2.07 2.30 2.40 2. KG 2.64 2.30 

2.0 2.1 2 .0  3.6 4.7 0.2 7.4 8.0 8. 
6,0 
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d bo not take his scheme literally, it loses its exact physical 
baSQ ?nd reduces to saying that the Pacific HIGH seems to 

e a ucely indicator for subsequent rainfall, although the 
exact relation between the two is unknown 

hlcEwen (13) also mentions another and more plausible 
explanation of the relation between coastal water tem- 
teratures and following rainfall. . * *  the oceanic circulation about the Pacific HIGH carries cold 
Inshore Water, forming the California current, into the eastefn 

region south of the HIGH, and also carries warm equatorial 
an  Current, north of the HIGH. The greater ?'t$?Etk2:&~ the greater would be the tendency to such 

1n the distribution of ocean waters; the full effect Occurring zQe Q'ntbs later. Since the HIGH tends to be centered over low- 
Qperature regions, such a change of ocean temperature would 

$ul t  in a southward displacement of the HIGH, thus permitting 
l'$hetorms from the ocean to  pass over the coast farther to the south. 

e r?'ult of this would be a relatively heavier precipitation than 
"W ~n California. 

b Gorton (27) offers another physical basis for the relation $:% Stunrner coastal water temperatures and the 
LS . g season's rainfall. The coastal upwelling, which 
k $ $ a t e d  by the temperatures, is a measure of the pre- 

g northwest wind and hence of the development of the 
HIGH, just as McEwen postulates. But, 

accord% to Gorton, a relatively great development of the 
"Qi aus t  be accomp anied by subnormal surfaced temper- 
'tures throughout th e region of the HIGH. These sub- 2 ~ 1  temperatures will persist for a t  least 3 or even 6 
d onths* As evidence of the persistence see table 1 repro- 

here from Gorton's paper. The resulting subnormal :::p over a largo region during fall and 
N WQter have a pronounced effect on the weather of 

%erica, as shown by Stupart. In  particular, the 
Position of the polar front in the vicinity of the 

coast is brought to lower latitudes. With the 
Ppsition of the polar front, southern California is 

OP the fringe of the storm tracks whose maximum passes k$)cth Washington. With the more southerly position 
Polar front. sou them California has more storms ?d 'llore rainfad than normal. On the other hand 

QomallY f& high Summer temperatures along the coast 
Rhosto"ed by ~1 northerly position of the polar front and 

'pb Complete absence of storms in southern California. 
caet$ %Ron for using the water temperature fqr fore- 

mstead OI the pressure in the HIGH, which 1s more 
'%d&amtal, hesSure. is that there are insufficient reports of 

Departures f r o m  the normal of surface temperatures ipa the 
of Alaska according to the Kobe reports 

I I 
Spring 

. 
- + + 
+ 
+ + 
+ 

- 

0 
- 

Rummor 
July-Scpt- Fnll 

tember 

rh 
e Qost complete table of rainfall and ocean tempera- thcGhat  ha,^ been published is that given by Gorton in 

~ d d l ~ g ~ ~ ~ ~ p h e d  forecast for 1932-33, for the 16 pre- 
@rag, (See table 2.) The temperntures are the 

Of daily (8 a. m.) readings from the 30th to the 

41st week of the year. It is seen that for the south coast 
region during the first 8 years positive departures of tem- 
perature are in each case followed by negatlve departures 
of rainfall, while negative departures of more than 1.1' 
were followed by positive departures of ramfall. This 

l! 

1 

I I l l I I I I l 1 I l I l I I I l l l l l l l l 1 1 1 1  
0 1910 1920 1' 30 

FIGURE 1.-Seesonnl precipitation of se!octed districts in Californin, 1900-30. Ropro- 
duced froin Qorton (27). 

indicated that tlie forecasts were valuable for indicating 
the sign of departure a t  least. But 1924-25 was the drlest 
of the 16 years, although the temperature in 1924 was 8s 
low 88 any of tho 16. Of the remahhg 7 years Only 3 
continue to show the opposite s ip .  
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lQl6 __________._________ 
1917 _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _  
1918 ____._______________ 
l9lQ ________._._________ 
1820 .___________________ 

This repeated failure of the ear!y corfelation led to its 
subsequent use only in conjunction T t h  qther indices. 
Some of these other indices were mentioned 111 McEwen’s 
forecast of 1928, Though the forecast *of 1924 was the 
worst from the point of view of those using the forecasts, 
those of 1929 and 1931 were the death blows to this direct 
use of ocean temperatures, for the physical basis offered 

66.6 
68.3 
69.1 
66.6 
07.4 

FIQUBE 2.-Accumulated departures from normal precipitation and sunspot numbers. 
Reproduced from Qorton (27). 

by McEwen showed that an indication of decidedly 
deficient rainfall should surely be fulfilled. 

This same method was also used in conjunction with 
water temperatures a t  Hueneme and Pacific Grove (24) 
md a t  San Francisco (32), as well as With air temperatures 
at Sari Diego (34), and applied to individual stations 
(using parabolic equations) m southern coastal California 
(10) and to other reglons m California in various papers, 
but With no better success. 

- -..~ 
1921 . . . . . . . . . . . . . . . . . . . .  
1922- _ _ _ _ _ _ _ _  _____._ _ _ _  
1923 ________.___________ 
1924 . . . . . . . . . . . . . . . . . . . .  
1926 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
1920- - _ _  _ _ _ _ _  ~ ______._ _ _  
1927 _ _ _ _ _ _ _ _ _ _ _ _  ~ _._____ 
1828 _ _ _ _ _ _ _ _ _  _ _ _  _ _ _ _  _ _ _ _  
1929 . . . . . . . . . . . . . . . . . . . .  
1930- _ _ _ _ _ _ _  ~ _ _ _ _ _ _ _  _ _ _ _  
1931 _____________.______ 

16-ymr average. _ _  
1932 . . . . . . . . . . . . . . . . . . . .  

TO* TABLE 2.-Average 8 a. m. temperatures and tda l  precipitation f 
SOth to 41 st week of year 

80.2 
67.8 
0Q. 4 
66.6 
66.9 
67.4 
07.3 
66.0 
OD. 1 
6s. 6 
70.6 -- 
67.6 - 
05.2 

La Jolla 

Index Precipitation district P d o d  

I 

Hueneme summer temperature _ _ _ _ _ _ _ _ _ _ _ _ _ _  8outh c o s t  - _ _ _ _ _ _ _ _ _ _  lPl*B 
Oceanside summer temperature.. _ _ _ _ _ _ _ _ _ _ _ _  ____.do _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1921-26 
Pacific Qrovc summer temperature _ _ _ _ _ _ _ _ _  ~ _____do  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1916-2Q 
Tokyo September-October temperature ...- _ _  Hetch-Hetchy _ _ _ _ _ _ _ _ _  1907-% 
Tokyo November-December temperature _ _ _ _  _____do _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  le07-@ 
Tokyo March-May temperature _ _ _ _ _ _ _ _ _ _ _ _ _  South coast _ _ _ _ _ _ _ _ _ _ _  
Tokyo March-May temperature _ _ _ _ _ _ _ _ _ _ _ _ _  Hetch-Hetchy _ _ _ _ _  _ _ _ _  lW7-% 
Santa Barbara November temperature _ _ _ _ _ _  Crescent City _ _ _ _ _ _ _ _ _  lWZ7 
8nn Diego September-October rain- - _ _ _ _ _ _ _ _  _____do _._______________ lW2‘ 
COmPOSIte index of Hueneme and La Jolla South Coast _______-_-_  l916-@ 

La Jolla April-gay temperature. _ _ _ _ _ _ _ _ _ _ _ _  _____do  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1916-N l91@ 
La Jolla July-September temperature--.-.- _ _  Hetch-Hetch 
La Jolla July-September temperature .-.....- Huntington k&-i i I -  lQleze 

La Jolla Upwelling period _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _  _____do _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  l9ls-28 
La Jolla Upwelling period 1 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  Huntington Lake rain. 191*30 
Tokyo September-October temperature I - - - -  Hetch-Hetchy--------- 191&30 
Tokyo November-December temperature 1- _____do _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  191*@ 

summer tom rature. 

flow. 
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1 ( )-indicated. 

Depar- 
ture 

-2.1 
. 7  

1.6 
-1. 1 -. 2 
-1.4 

. 2  
1.8 

-2.1 -. 7 -. 2 -. 3 
-1.0 

1.6 
. o  

2.9 

South coast region 

Precipl- 
tetion 

1 2  9 
10. Q 
8. Q 

12.3 
10.8 
21.6 
9.0 
8.7 
7.0 

16.8 
17.8 
11.1 
10.2 
13.0 
11.9 
17. 1 

12.6 

I (14.6) 
-- -- 

Depar- 
ture 

0.4 
-1.6 
-3.8 -. 2 
-1.7 

9.1 
-3.6 
-3.8 
-4. Q 

4.3 
6.3 

-1.4 
-2.3 

.6 
-. 6 
4.0 -- 

.- _-___-. -- -- 
1 ( f 2 )  - 

I I /  

I The last three correlations were made by successive differences. 

Dot In discussing other methods used a t  Scripps, I a$’9 
include the applications of Blochmann’s and Fr0;@ 
indices (12), or of air temperatures m Japan. (S@j&* 
3 reproduced from (27).) Nor will I discuss the0i40~9; 
taneous correlation found between wet and cold S t,@ 
These are of m o r  importance and were used only 

W It will be noted that less physical basis is offere 
followmg methods than for the one discussed 8bOV0’b000 
giZ I will first present the two methods which h ~ ~ > o p ~  
used in combination in the latest forecasts of 
precipitation, then two methods which were .used @’ 
short period, then a method for forecasting air taDp 
tures and one for ocean temperatures. 

porady. ,% d for ’* 
for 

pu’ 2. CYCLES 

Two periodicities are stated to predominate, t h0p3 i  
mann cycle (5-6 years) and the Bruckner ~ Y c 1 ~ ~ ~ r , 3  
years accordjng to Gorton, but actually slightl?’ spe&$ 
years according to Gregory). From a cas$ IJI tlOe,ob 

nqt appear well marked. The Hellmam pyC1edoe4 
mght  be of special use in seasonal forecastWr 
of the curves for temperature (33) these periodic' *$ot 



Pt regular intewals. For the air temperature h a&n D1ego (during 1900-31) we have: 
A’&’& ~ ~ i ~ a - ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ - i - ~ ~ - - - -  lnterpd g; g;7  i;glQ 1Q&$: ;:;; 
4mualminima--- _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1903 1DOQ lQl7 1Q21 1829 

‘Owever, there may be cycles whose period varies 
around 6 years. The precipitation curves (27), . here 

The Briickner cycle, which is expected (18).to reach 8 
Foa%9 shortly before 1940, is markedly indicated only ? PreclPitation curve 11 for Owens River run-off and its 

can hardly be dete rmined definitely from a 30-year 
In the mimeographed forecast for 1932-33 it was y2:.d that a crest was reached in 1910 and a trough in 

Q factors” are computed for forecasting, in. 8 
th&nner not published, and are used in conjunction y t h  

e follOhg method. However, from a casual inspection 
Of the curves, it would not seem that the cycle factors 
Could be reliable for forecasting. 

D I B ~ ~ ~ ~ ~ C E  BETWEEN BUMMER AND WINTER OCEAN 

I 
av&tbiS Case the index, X ,  is the difference between 
Q ge coastal water temperature at La Jolla or Pacific 

‘Ope for the period August 1 to October 15, and the 
+bruo&verage temperature for the preceding January P 
taufall?, and March. The forepsts are for seasonal 

.Q five regions of Califorma and one of Oregon. 
tbIf the seasonal rainfall and Y the “cycle factor,” e 

(figs. 1 and 2), suggest similar periodicities. 

(1 

a. 

TEMPERATURES 

used in the last few years is- 
Z=A+BX+CX2+DY 

I! - for each ragion except, southern coastal 
84!iforn1a; B and 0 have opposite signs in each case, end 
the positive. McEwen gives tables (19) showmg 

Observed and computed rainfall for the past 18 years 
“ each of the six regions. ’49 75 Percent of the signs of the departures of the calculated 
Percentagree With those of the observed values. But about 80 itf the forecasts of a deficiency were correct in s i p s a n d  only thh i Percent of the seasons were deficient and not indicated by 

to the fact that four arbitrary constants were 
Il 

1% chosen as to fit the observations (except perhaps the 
and year Or two), the good agreement between. computed 

Obser?ed values does not necessarily in&cate great 
‘efubess A In forecasting. 
(34pther application of the index X was made by Gorton 

’ the following formula: 

&is 

o’ecastl% procedure. 

X’=X- Xoormsl 
:here yt Z =  A+ BX’ +CYf + DX’Y’ 

is the departure from normal of the coastal 
1:::; temP?rature for the winter months of the current 
lor 16 Be gives a ta,ble of computed and observed rainfall 

’Ph Years and five regions. 
e “@ of Y’ is based on his table of correlations be- 

pp e% Owens River run-off (in high Sierras) and La Jolla 
Bter temperatures for preceding and following months. 

highest correlation, -0.52, is found for the current 
and Rebruary. To determine I”, it must be past from the temp eratures up to October by the 

~ ~ ~ o ~ h i C h  Will be discu ssed further down. 
%tedt (34) also applied another method which is 
‘‘0~ one above. If zl, x2, 8, x4 are the departures 
d ~ ~ n o r m a l  of monthly ocean temperatures for 4 months ‘ the Preceding year, the formula is- 

:&OU&pg 

6 1 

The objections to McEwen’s method are at least as 
applicable to these two methods of Gorton’s. 

4. OPEN OCEAN TEMPERATURES AND SUNSPOTS 

A great deal of work has been done by the Scripps 
Institution in compiling and plotting Weather Bureau 
ship reports. Their use in forecastin is given in the 

made of the quadrangle from-. to 37O N. and from 
125.’ W. to 127’ W. The average sea temperature for 
January-March was subtracted from that for the fol- 
lowing August 1 to October 15. This gives another 
measure (inverse) of the upwelling and has the advantage 
that the record covers the 33 years 1899-1931. These 
yearly differences were divided into low, middle, and high 
groups, designated a‘ , b’ , e‘, respectively. 

The average monthly sunspot numbers for the rainfall 
year (July 1 to June 30) were grouped as follows: 

a equal to or less than 6.8. 
b between 8.8 and 62.1. 
c equal to or greater than 67.3. 

mimeographed forecast for 1932-33. 8 articular use was 

In general excess rainfall was found associated with low 
sunspot numbers. 

The expected rainfall was given by the association 
table- 

“This * * * index gave the correct sign 75 per- 
cent to 80 percent of the tune over the 33-year 
when applied to various precipitation areas in Ca foma Pieriod,‘: 

6. COMPOSITE INDEX 

In  1930 McEwen and Gorton state (25) that “the time 
of occurrence of the maximum ocean t,emperature (T,) is 
within the interval from week number 30 to 41 but varies 
from year to year. Likewise the amount by which the 
temperature falls from t1hk maximum value (T,- T41), 
and the average temperature (11 weeks, TO) varies from 
year to year. Strong pressure gradients tend to decrefrse 
the time of the maximum estimated from the be,gbmg 
of the interval, to increase” Tm-T41, and to decrease Ta. 

It was fouqd necessary to use the departure from normal 
of T,,, accordmgly the index used was- 

Tm- T41 

which had the same sign as the following seasonal rainfall 
de arture, 

gince this index was later abandoned, we may assume 
that it did not prove very useful. 

Ta-62.6’ E”. 

6. FORECABTINQ AIR AND OCEAN TEMPERATURES 

Gorton (30) attempted to forecast fall and winter a@ 
temperatures in coastal southern California on the basis 
of La Jolla water temperatures during the precedmg 
quarters. Correlations of between 0.55 and 0.66 were 
obtained. This method was later abandoned in favor of 
the following one. 

have been made regularly 3 months in advance. 
Beginning in 1932 forecasts of inshore temperatures An 
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explanation of the method of approach was given by 
McEwen (19): 

While no adequate physical theory for guidance in such problems 
has been developed, it seems reasonable to assume the existence of 
factors influencing the temperature trend a few months in advance. 
Whilc searching for the proper factors, it  is assumed that a composite 
index of them having forecasting value is furnished by past tempera- 
tures. Proceeding empirically on this basis, the monthly tempera- 
tures are “smoothed” or adjusted in order to eliminate irregularities 
which at first are regarded as accidental. Projecting these values 
a few months in advance in accordance with past variations, and 
correcting the seasonal changes for systematic errors introduced 
by the smoothing process, provides an empirical forecast. Such a 
procedure has been applied to observations over a period of about 20 
years in order to compare the computed and observed temperatures. 
A very definite correlation was found, indicating that a temperature 
forecast 3 months in advance by this method departed from the 
actual by more than a degree in only 10 percent of the cases for sea 
temperatures at La Jolla. 

In  this connection it should be noted that for the years 
1916-29 the average magnitude of the monthly deviation 
from the mean of 13.95O for January was 0.63O, and from 
the mean of 20.51’ for July was 0.60’. (These deviations 
were computed from a mimeographed table of average 
monthly surface temperatures at  La Jolla.) Of these 28 
months only 4, or 14 percent showed deviations of lo or 
more. Hence McEwen’s verification is not very strict. 

Gorton (34) found a close correlation between air 
temperatures at  San Diego and simultaneous La Jolla 
water temperatures. For the years 1916-32 the co- 
efficients for the 12 months ranged from 0.72 to 0.89, 
excluding the “transition” months May and November. 

Hence, on the basis of the forecast water temperatures, 
it is easy to forecast the air temperatures (19). During 
20 years “temperatures at Riverside were thus forecast to 
within 2’ of the actual in about 90 percent of the cases.” 
However, at  Riverside, in the years 1917-36, the average 
percent of departures from the normal greater than 2O 
in January, April, July, and October, was only 20 percent, 
using nearest whole degree in both normal and actual. 
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P 
* TejUce.-In part I of this paper, I attempt to give a 

Cntlcal evaluation of Baur’s earlier contributions to long- 
Weather forecasting which culminated in his experi- 

In  part 11, 1 
mostly h Baur’s own words, his method of fore- 

iTtQg for Germany, the 10-day weather trends, during 
@* summer months, and I present some of the principles ’kh underlie this method. 

c! pSth@ Preparation of this paper, I am indebted to 
F€* Bl’OOB~, director of the Blue Hill Observatory of 

arvard University and to H. C. Willett of the Massa- tbts Institute of Techno logy for a critical reading of 
of this paper and valuable personal discus- 

a10‘5‘ 1 also wish to acknowledge my lndebtedness to 
~ p $ o $ $ ; ~ ~ ~  F r  kindly sharing with me his critical 

PART I 
Q i P f r o d W o n  .-&ur’s attempt to develop, with the sole 

pf statistics, a method for long-range weather fore- 
c?stlng for central Europe, reflects to a large extent 

etfprts of a number of other investigators mad: 
Period of many ears extending u~ to the present. kc dl!er@nce between ‘fiaur’s work and t a t  of the othqrs 

b *QalnlY in providing a deeper suggestion of [I physical 
for Some of the time-lag relationships which were 

Baur’s work is further distinguished by the 
Of meteorological elements mainly from nearby 

bcadband by the frequent use of periods immediately 
Sunspot variations and siuar Cha>ges in solar radiation play no direct role in 

Seasonal and monthly forecasts. 

f Baur’s investigations. 

g the period of forecast. 

studies. 
‘ this ro w89 

‘~a4R1fo;eOQSt~nf. PP balk  written, early in 1038, Bnur has dovolopod a now mothod for 
wg@Gk (~ePOrted on elsowhoro in this volume) occuplcs a separate chapter in 

nolation studies. 

1. SOL.4R CHANGES V E R S U S  STATE OF PRECEDING CIRCULA- 
T I O N  A S  A N  INDICATION OF S U B S E Q U E N T  W E A T H E R  

Baur’s attempt a t  long-range weather forecasting does 
not involve solar variations directly. He is of the 
opinion (1, 2) that it cannot be proved that there is any 
connection between changes in the atmospheric circula- 
tion and solar phenomena. The basis for the conclusion 
is, first, that a correlation of the North Atlantic circula- 
tion (as given by the pressure diflerence between Ponta 
Delgadtl and Iceland), (a)  with the contemporary mean 
monthly sunspot number, or ( b )  with the increase in that 
number from the past to the current month, or (c) Bom 
the current to the next month, gave, on the whole, small 
coefficients. Second: that the large variations in the 
general circulation of the atmosphere with solar changes 
are not of the same degree or even of the same sign as 
would be expected if the change in solar stato exerted a 
marked effect on the circulation. The latter assertion is 
based on Baur’s studies, which, according to him, indicate 
that the North Atlantic and the North Pacific circulations 
do not act in unison, and that the subtropical belt of high 
pressure in the southern hemisphere does not act as a 
sin le unit of the general circulation? 

gaur contends that there is a close connection, h?wev&, 
between the changes in the atmospheric circulation and 
the preceding temperature and pressure avomalie? ovbr 
the earth itself. He arrives a t  this conclusion indirectly 
by showing that the distribution of pressure in the North- 
ern Hemisphere exercises a systematic influence on the 
intensity of the North Atlantic circulation, an Influence 
which may either preserve it or change it. 

Indeed the above connection appears from maps on 
which he plotted the average departure of pressure from 
a 30-year mean (1887-1916) for 44 stations in the North- 
ern Hemisphere, for those months during which the North 
Atlantic atmospheric circulatipn was- 

fa) Verv lntense and remalned unchanged during the - - 
foliowing month. 

( b )  Very intense but was succeeded by a weak circula- 
tion .durini the following month. 

(c) Very weak and remained unchanged during the next 
month. 

(d) Very weak but above normal during the following 
month. 

The circulation was regarded as above normal if in the 
first month for which the distribution of pressure was cal- 
culated the departure from the normal monthly gradient 
between Ponta Delgada and Iceland a.mounted to a t  least 
4 millimeters (October to April) and 3 millimeters (May 
to September), and for the succeeding month 2 and 1.5 

8 I n s  lottor commenting on this ro ort, B8Ur points out that In two papers (58, 69) 
“striking relptipnshi s were indicate$ between sunspots and dry summers as wall as 
cold wintors In contrayEurope, which, howovor, are not of such a nature that the fluctua- 
tions parsllcl to tho sunspots would take placo.” Theso relations and an attom t to 
explain them nro also briefly montioned in thesection“Costnic Influoncos” of his boob, 
Introduction to Broad-Weather Rcsearch. 

Eo forthor poiuts out in tho lottor mentlonod abovo that, althou h tho effect of changes 
in solar radiation must bo in the samo direction in the whole circuFation, the fact that tho North Atlantic and North Paciflc circulations actually differ is a result of tho Played 
by terrestrial laws and is not a proof that solar influence is unimport*nt* 
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JANUARY 
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AVERAGE PRESS U R E  D EPARTU R E  
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ROWBE L-Reproduced from Banr (1). 

FEBRUARY - 
I894 
1897 
1903 
1905 
I907 
1908 
1910 
1914 

JULY 
I890 
1909 



65 

AV.ERAGE P R E S S U R E  DEPARTURE 

YEARS OF STRONG CIRCULATION FOLLOWED BY WEAK CIRCULATION 
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AVERAGE PRESSURE DEPARTURE 

YEARS OF WEAK CIRCULATION 

180 
160-160 

180 
160-160 

AUGUST 
1888 1892 1899 

1900 1901 

S EPTEM BE R 
1887 1910 

1915 

FIGURE 3.-Reprodueed from Beur (I). 

AVERAGE PRESSURE DEPARTURE 

YEARS OF WEAK CIRCULATION FOLLOWED BY STRONG CIRCULATION 

160 1 6 0 ~  I 7\ 
180 180 

160-160 

FEBRUARY 
1890 1895 
1902 I912 

AUGUST 
1893 1899 

1904 

FIOWEE 4.-Roproduced from Bnur (1). 
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wmeter~, respectively, in each case. For illustrations 
Of types (a) and ( b )  there were chosen 2 winter, 2 summer, 
and transition months (January and February, July and 
August, and March and September). For types (c)  and 
($February and August were selected. (See figs. 1-4.) 

'Fure 1 (strong circulation unchanged) shows an ap- 
Prowately circular region of negative pressure departure 
'enbred around the pole which extends to middle lati- 
$des. The area of maximum departure is near Iceland. 
(OUth of that line there is an excess of pressure. Figure 2 
ttrong. ckulation followed by weak circulation) shows 
be r e ~ O n  of negative departure in pressure to be confined 
ti irregular zones, mainly in a meridional direc- 
1;;; %%re 3 (weak circulation unchanged) shows a pos- 
aQd Pressure departure over polar and subpolar regions 
I?&: negative departure over the middle latitudes. 

e 4 (weak circulation followed by strong) shows ir- 
reg'arlY distributed areas of positive and negative pres- :? dePafture. It resembles figure 2 except, of course, 2 the signs are reversed? ' "' concludes thus: that whether an existing abnormal- '" Of the North Atlantic air circulation is maintained for $? or is reversed depends essentially on whether 
Pr polar region shows a regular abnormality O€ 
p?e or whether intrazonal contrasts exist in the 
he$@ distribution of high latitudes . Hence the changes 
thebe ?t*fnospheric circulation have, for the most part, 
Pr the circulation itself, i. e. in the physical 
to:t$hdthdynamio state of the earth's atmosphere, 

It e distribution of land and ocean. hdi to me that Baur's results presented above 
h l e  more than the apparent fact that the changes 

%$k$orth Atlantic circulation, as shown by the Azores- 
In PN@e.ure difference, are not directly related to the 

"lthly Wues of sunspot numbers. Baur's conclusion, 
basis of this and other evidence presented above 

the changes do not exert a dominating influence op 
deQttmOsPheric circulation may be correct, but tho em- 
b Presented by him is far too sketchy and incomp1Fte 
th>ble one to decide the question. His assumption 

in solar state would be expected to produce 
in the atmospheric circulation variations of 

Same degree or sign is in my opinion unfounded. It she'd be added that he did not prove whether they do 

Studies of relationships between solar variFtions 
th %eteorological phenomena have shown, depending on 
vc~:me and place, a much closer though extreme1 g$$ 'Onnection. (See International Research CouncJ 
the '@Port of the Commission appointed to  further the 
192gstudy Of Solar and Terrestrial Relationships, Paris, 

and literature quoted therein.) Rather does it 
tpPeer from numerous investigations that the present 
PPled&e about relati onships between solar and weather 

cannot be uti lized to account for the irregular 
ul the atmospheric circulation nor to develop 8 ;:7ptorY method of 10 ng-range forecasting. There- 

P o ~ t  Fur 1s Probably justified, from the practical stand- 
directly the state of the preceding c'cul?tlOn p P S  for the purpose of eliciting time-lag relation- 

10: the circulation and on this basis to seek a method 

Or do not, 
0th 

Ch?Q,es 

'? 

forecasting. 

@ ~ @ $ ~ ~ R ~ ~ t a i n  extent the mlationship between the pressure distribution 
sphere and the Ponta Delgada to Iceland pmssure fall by COITO- 

PrnQSure at Tromgo, flverdlovsk, Leningrad. Moscow, and KaEnn with 
%dl$t%$~$-h~and pmssure difference in March. Baur also gave Sever81 exam- 

%rage ,&;$;?.nship. Eo emphnslzos, howevor, that tho rolationship repro. 

2. THE DERIVATION AND PHYSICAL BASIS O F  TIME-LAG AND 
CONTEMPORARY RELATIONSHIPS 

Thus the next phase of Baur's work leading to the ulti- 
mate development of his mdthod for long-range forfcasts 
was to find time-lag relationships in the atmospheric cir- 
culation. To this end Baur generally used two different 
and well lmown methods, one of which involved correla- 
tions, the other a synoptic representation of the different 
trends in the circulation An attempt to establish a 
physical basis for some of the relationships suggested by 
the correlation coefficients, as well as by the synoptic 
maps, formed an integral part of his work Since the 
two methods often were supplementary to each other the 
relationships indicated will be given here without regard 
to the method employed in their derivation, but rather 
insofar as they appear to form a particular system giving 
rise to relationships some of which were eventually used 
in forecasting. 

Beginning with a consideration of the results shown by 
fimres 1 to 4 (see above) we find. first. that the departures --a 
from normal 'in the North Atlantic circulationL are at- 
tended by pressure departures elsewhere in the Northern 
Hemisphere and, second, that the strength of the North 
Atlantic circulation, under certain conditions, tends to 
persist from one month to the next, especial1 a t  certain 

which correspond to circulations accompanying certain 
departures will be followed by almost predictable changes 
in the next month or two. The specific time-lag rela- 
tionships indicated from the above maps are namely: (1) 
an above-normal pressure gradient Ponta Delgada to 
Iceland associated with a negative pressure departure in 
the circumpolar and subpolar regions is maintained in 
the following month, whereas (2) an irregular distribution 
of pressure departure in the above sense is not character- 
ized by a continuance of an abnormally high North At- 
lantic circulation, while conversely, (3) with a positive 
pressure departure in the circumpolar and subpolar 
regions associated with a weak gradient Ponta Del ada 
to Iceland the gradient tends to remain abnormally ow, 
and finally (4) when an irregularly distributed pressure 
departure in the polar regions is attended by a weak 
pressure gradient the persistence of the latter is no longer 
maintained. Baur, we recdl, emphasized that the above 
results represent average conditions and that only in some 
instances is the above picture realized. No definite 
physical basis is suggested for the apparent relationships. 

Other time-lag relationships were determined by the 
correlation method. Two procedures were followed. 
One was to express first, the state of an element in terms 
of the contemporary state of other elements in the same 
region and elsewhere, or in terms of the. snme element 
elsewhere, and then to attempt to find s d a r  relation- 
ships with a time lag. The apparent advantage of this 
method is that the physical-synoptic process character- 
izing the relationships can be identified in a general way 
and then, assuming that the process involved operates 
over a longer time than that covered by the original 
relationship, one can arrive a t  a physical basis for the 
ultimate relationship. I-Iowever, since the latter assump- 
tion, on the whole, appears to be invalid the procedure 
most often followed by Baur was to seek time-lag rela- 
tionsliips directly, and, rather than by starting from 
physical considerations, to attempt to establish a physical basis after the relationships have been derived. In  
dealing With the correlation coefficients Baur (I) says 

times of the year, so that those pressure i. istributions 
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that it may be assumed that Coefficients e ual to or 

errors indicate a causal connection provided that the 
number of correlation coefficients as defined above is 
greater than the number obtained from a chance dis- 
tribution. 

By way of illustration of the correlation method of 
attack employed by Baur, we take theerelationship which 
he derived for forecasting the July rainfall in Germany, 
8s a first step, the conditions defining the character of the 
July precipitation in western and central North Germany 
were considered. It was assumed that the rainfall m 
related to the contemporary pressure in Europc and in the 
eastern North Atlantic, as well as at Bombay. Upon 
correlating the montldy values of July rainfdl with the 
monthly values of July pressure at Ponta Delgada, 

exceeding twice the value of their indivldua s standard 

AVERAGE PRESSURE, JULY 1910.1914 

F ~ o w r  K.--ReDroduced from Baur (81. 

Stykkisholm, Jacobshavn, Tromso, Karlsruhe, Berlin, 
Hochonschwand, Vienna, and Bomba , Baur obtained n 

of their standard errors than would be expected, for the 
central European stations, but negligible coefficients with 
Ponta Delgada, Stykkisholm, Jacobshavn, Tromso, and 
Bombay. The relationship indicated between July rain- 
fall and contemporary pressure in Germany was tested by 
constructing maps gwmg the combined mean July pres- 
sure distribution separately for 1910 and 1914 and for 
1911 and 1912. They were yenrs characterized by exces- 
sive and deficient rainfalls respectively in that month. 
(See figs. 5 and 6.) The chief characteristics of the 
pressure distribution in the wet July months are low 

ressure over southern Scandinavia and vicinity, and 
gigher pressure over Iceland than over central Europe. 
The Azores maximum ext.ends only to the Bay of Biscay. 
This type of pressure distribution gives west-northwest 

winds bringing moist air and rain to Germany. In  the 
dry July months of 1911 and 1912, on the other hand, the 
Azores maximum extended far over central Europe. 

larger proportion of coefficients excee J ing twice the value 

Pigure 7,. giving the difference in mbs between the 
pressure in th? dry and wet July months, shows the 
of maxunum dlfference to be situated over central EUoP 
and thus bears out the fact suggested from the c0fleltt’ Jdf 
tions that ths closest connection exists between 
rainfall and contemporary pressure in the same r@$ii 
As a physical basis for the relationship Baur declares tb$ 
the high pressure over cent.ral Europe in diy July moo it, 
is intimate1.y connected with the Azores HIGH and that 
can be attnbuted to processes involving the higher Ifise’ 
of the atmosphere, re’ The intimate connection with the Azores HIG? pdg 
sumably shown by the excess of air over Europe bt 
July months is, according to Baur, evidently. brou:bO 
about by extended outbreaks of subtropical a n  brOpe, 
substratosphere and stratosphere over central Eu 

/ 

AVERAGE PRESSURE.JULY 1911,1912 

FIQUEE &-Reproduced from Dam (3). 
($9 

During dry periods the whole subtropical system is 
placed northward. In wet months, either tb$o& 
breaks take place over the ocean or the S? 
system is farther south. Europe is then dop@tebodr 
a “polar system.” (See fig. 5 . )  Baur then tries to ’ @ 
on theoretical grounds, that these outbreal.rs--as ”gdJ 
by the temporary northward displacement of f;e$’0’ 
tropical hgh--cannot be caused in any mark6 g@’ 
by an increase in solar heating while the angular flo @at 
turn of the moving air remains constant. Be  states &&to’ olaf 
it can be expIahed only by assuming that the ’tr ro 
momentum of the poleward moving cold air 111 the’ fro 
sphere decreases as a result of mixing with waim Id the north. r fee’” 

Though extensive upper air data are lacking, Bau a@ 
that smce the building up of the high pressur~o@$’~ 
probably. occurs gradually, and since marked $8r 
changes m stratosphere and substratosphere aPp a cop’ 
a t  t$e surface, one may therefore attempt to fi2tflg st@“ 
nection between the July rainfall and the prece 
of the atmosph,ere as observed a t  the surface. 
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Thus Baur's next step was to correlate the June pressure 
Jacobshavn, Iceland (2 stations), Tromso, Ponta 

@'gad% Bombay, and the June temperature of Iceland, 
!r?msO, and Germany (10 stations) with the July pre- CIP1tation in Germany. The period is from 48 to 50 

only with the pressure at Tromso was a correla- 
$ e 'xceeding twice the value of its standard error shown. correlation coefficients involving the other 
pahates can be explained according to Baur, b a change 

June. Thus the &day pressure maps for June (pre- 
b t  E. Alt, Klimatologie von Suddeutschland, 

et. Jahrbuch, 4, 1919) show according to Baur : ,  On the average the pressure for the last 10 days of 
at month is indicative of the subsequent July pressure 

Also Wieso's result (Met. ZS. 1925, p. 219) 
shows that the persistence of temperature in central $$:? $;lpic$,ed from correlations is. very small from 
b or this and other reasons Baur thought It 

@" to investigate the connection between J d y  weather 
and the Pressure distribution of the last 10 days of June, !td therefore correlated July rainfall of Germany with 
a: mean morning pressure during the last June decade 

Pumber of stations, mostly in central Europe. A 
correlation is obtained almost throughout The ::2F* coefficient 6 for Hochenschwand, hi h level 

high level stations show a similar trend: This 18 to 
?a% Baur points out, because the stationary, high, 
1s Qot anticyclone which produces a dry period UI Europe, 

as Yet fully developed in the last part of June. As 
on4 evidence Baur cites the marked negative 

CQe'cl@nts d% obtained by correlating the pressure dif€orence 
3-Q g the last decade of June between the surfacesand t$e 

Orneter level a t  Karlsruhe6 with the July rainfall ln 
However if the above results and the con- 

drawn from them 8 re valid one would have to 
?p*y that conditions in the lower troposphere, during the 

of June are more significant in the determina- 
Of the subsequent pressure than the stratospheno psure gradient, Baur's reasoning would then have to 

that the formation of a stationary anti- 
csclOQe a Over central Europe in July require! the existence 

large south-north pressure gradient rn the higher 
for 80me time, and that the sxistence of the above 

gradient is evidenced by the appreciable positive CO- ipeQ!S between Tromso pressure during June 1-20 and 

Cog?f, reasonable, especially since tho correlation 
8pq8!'@Dts ulvolvin Ponta Del ads and Iceland pres- 
t l o ~  la h e  and JU 7 y are negligi gb le, to discuss the ques- 

Of 8 south-north gradient on the busis of TromsB 
alone? If pressure at Ponta Delgada and Ice- 

3'11~ '! indication, the pressure in central Europe 

' Of the weather which ordinarily occurs in the 9 atter part 

Pher ,.is lower than for neighboring Karlsruhe t 9 0.02. 

'pdified. 

f raulfau in Germany. 

Is. not determined by the south-north gradlent, 
?t would appear from the negative correlation Of 

"9faU with the pressure during the last June 
ln Germany that it is influenced by the precedmg presgup, and. in some unknown way by a northward 

It is unfortunate that neither Popta 
'Igada nor Iceland figure in the correlation involving 

gradient. 
k 
u,,dae P 

o.afvloua conelatlon coeftlcient~ considered hero are rather small. All but one are 
o?Plg~nt in~~~;;ereach le equal to or greater than twfca tho value of Its standard error. 

eir smallness Baur s y g  that it I s  due on one hand to tho large vsrioty 
8 $ $ ~ ~ t $ ~ - ~ ~ ~ I o h  may gI& rise to almost the same decadal menns, and that con- 

VY rainfall In July are not qulte tho opposite of those favoring light 8 rnt 

the pressure of the Iast decade in June. The positive 
correlation coefficient with Tromso ressure during June 

Tromso during that period precedes low pressure rn Ger- 
many in July and to some extent also m the lust decade 
of June. The latter fact probably explains the neghgible 
coefficient involving Tromsb pressure during June 21-30 
and at the same time speaks against the porslstence of the 
south-north gradient suggested by Baur. What probably 
takes place is that when the polar system is displaced 
southward it causes a rise in pressure at Tromsii during 
June 1-20 and a fall to tho south (in Germany) during the 
period, June 21-July 31. The pressure at Tromso during 

1-20 would indicate that abnorma p1 y h g h  pressure at 

AVERAGE PRESSURE.JULY 1911,1912 M I N U S  1910.1914 

FjoUitr l.-Reproduood from Baur (3). 

the latter period is no-longer high, relatively s 0aking, 
which shows that the onginal effect was either nuified by 
conditions it brought about to the south, or that a change 
in the phaae of oscillation took place at Tromso itself. 
The apparent change in the last decade of June, which, 
as we.saw above, is significant in foreshadowing events in 
July, is probably thereby explained. 

Thus the evidence presented hardly su ports the physical 

at Tromso during June 1-20 and III Germany during the 
last decade of that month may be significant in foreshadow- 
ing the weather in Germany in July but was able only in 
part to suggest a reason.' 

basis suggested by Baur. Baur +owe C F  that the pressure 

Reference was made to Baur's method of getting uppor afr rossurea, It fnvolvd 
the use of surface observations of pressure and temperature and 80 assumption of 8 con- 
stant lapse rate (0.66~ C. p r  1 ~ )  metors in the cas0 or Tromsa). Whlle Baur himsell 
aware of the crudity of tho above mothod he novortholess regards it as good onoush for 
correlation purposes. Yet is this the case? If wc assume a moderate varlatlon Of 0.1' 0. 
In tho lspso rat0 as used b Baur we obtain a variation of 1 . 6 O  0. in the value of the mean 
air tomperaturo for a 3-ki~omote; column. The error introduced in il at tho 3-kilOmetw 
level is given by- 

/Jo,g_hpdT" - all. 
where R 1s a constant, 0 is tho accoleration of gravity h 1s the height of t?>ygY; :$ 
TI Is the moan tcmperature of tho air column. I n s h n g  a d U Q  Of 273 
1 6' 0 for d T,, we obtain a valuo of about 1 millimeter for dp. Tho cormlation Wofldent 
based 'on true vsIues of p at 3 kilometers might vary considerably lrom the om whore the values of p wew cslculatod by gaur's method. Yet on some o W i o n s  goes 80 fa 89 
to draw conclusions from the slight diiIeronoes in vdue betwoon csrtfdn CoefaClf~ntS. 
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The above example is an illustration of the method used 
by Baur in deriving clues for forecasting the weather. 
The main steps involve first a contemporary statistical 
and synoptic characterization .of the element i? question; 
next an attempt to deterplpe the mechanJsm which 
operates to produce the .exlstFg set of condYtlons; and 
finally a study of conditions mm.ediately preceding the 
given state for clues in foreshadomg the weather. 

As another illustration of Baur’s studies bearing on 
long-range forecasting we .present the following. The 
mean monthly pressure dlfFerence (50 years) between 
Ponta Delgada and Iceland was correlated (a) with the 
contemporary temperature at  a number of stations in 
North Amenca, Greenland, Iceland, and Europe and (b)  
with the temperature difference between Tromso and 
West Greenland. More than half of the coefficients ob- 
tained (all but the coefficient involving West Greenland 
were positive) are larger than twice the value of their 
individual standard errors. As a hysical basis for the 
relationships indiFated by the coe 8 cients Baur suggests, 
in part, the followmg: 

With an increased circulation a greater flow of warm air 
northward along the east side of the cell might be expected 
and consequently a rise in temperature in Norway. To 
compensate for the increased inflow of warm air an out- 
flow southward must occur. Cold air outbreaks should 
occur over Greenland because of the stronger west-east 
pressure gradient between Iceland and Greenland as a 
result of the intensification of the Icelandic LOW. Such 
outbreaks should also occur over the Novaya Zemlys 
region because of the increase in angular momentum due 
to the mixing of warm and cold ax east of the warm cur- 
rent. Thus are explained the positive and negative coeffi- 
cients involving Norway and Greenland temperatures 
respectively. The 10 stations in Germany showed a 
relatively high correlation with the pressure difference 
Ponta Delgada-Iceland from September to April, Decem- 
ber excepted. The high positive correlation is explained 
by an excess of warm air arriving in western Europe from 
the ocean when the pressure gradient IS large. The lack of 
correlation in summer and in December is explaiped by the 
dominating influence of local heating and coo1m.g respec- 
tively. This indication is corroborated by sigmficant 
positive correlation coefficients between temperature and 
pressure during June, July, and August and a significant 
negative coefficient in December. 

The high temperatures in North America are explained 
by an increase in the circulation over the North Atlantic. 
The break-down of this trend in some months (negative 
coefficients New York-Halifax) is explained by the MU- 
ence of the Greenland cold current. At the same time, 
the existence of high temperatures in North America 
(MiIwaukee) favors an increase in the circuIation during 
the succeeding month. 

Baur also plotted tho temperature departure (from a 
30-year mean) of the Northern Hemisphere separately for 
years in which the January pressure difference between 
Ponta Delgclda and Iceland was positive and at  least 4.0 
millimeters and for years when it was negative and of the 
same magnitude, as well as for July months when the pres- 
sure difference was 3.0 millimeters and -3.0 millimeters, 
respectively. (See fig. 8.) In  a measure, the results offer 
a check of the indications obtained from the correlations. 

Baur attempted to introduce a time factor in the above 
indicated relationships. He correlated the chief variate, 
monthly pressure difference between Ponta. Delgada and 
Iceland, with the temperature of the followmg months n t  
Milwaukee, West Greenland (two stations), Tromso. 

e 
The number of coefficients whose value exceeded twice t tb ob. 
value of their standard errors was greater than tha 
tainable by chance. Positive values were obtained *‘! 
Milwaukee (February, October, November) and Trorrso Bad (January to March, June, August, and November). 
explains the first by the persistence tendency of ”’ 
temperature and the latter by the persistence of 

rtt 
Baur also correlated the monthly values of pressure 2j 

Ponta Delgada with the following month pressure at 
stations, mainly in the Northern Hemisphere. Be;$; 
cluded from the correlations that the pressure distribds op 
over a large part of the Northern Hemisphere depen 
the pressure anomaly during the preceding mont\hat 
Ponta Delgada. This follows in part from the fact toe@ 
the cartographic representation of the correlation 
cients shows a systematic distribution (see fig. 9) 
indicating a a systematic connection between the P 
at  Ponta Delgada and the following month pressure 
other stations and necessarily a synoptic basis for 

Ponta Delgada to Iceland pressure difference. 

relationships in question. ‘ tb 
Similarly a correlation of pressure at  Ponta DelgadtfE$,,g 

also shows a larger number of coefficients of appareD 
than that obtainable from a chance distribution. frog instance the coefficients for the stations distance-wo 
Ponta Delgada are the larger, indicating a spaelgnda, 
propagation of the “effect” of pressure at  Ponta D coe.i 
Baur also points out that the averages of all the 
cients give maximum values in spring and autu7tsuw 
minimum values in winter and summer, thereby PAzorfS 
ably indicating that the pressure anomaly over the 0 
has. the greatest but not necessarily ~1 direct influence 
sprlng and autumn. 

No explanation of the suspected physical basis a c c o ~ ~  
panies either of the above results. While the abo:”,”,iy 
vestigation falls short of providing an adequate Or there$ 
factory explanation for the relationships elicited 
it established the fact, by no means new, that the.St$& 
a particular element a t  a given point is related e ~ t  
general way to the preceding state of another el$$h? 
elsewhere, or at the point in question and, in a bat otbOf 
more definite way, to the contemporary state of tha 

AS a final illustration of Baur’s method of elicitinfes@ 
lag relationships, his attempt (4) to arrive at  an exP 4 9  
for forecasting the March weather character of 
is given. Because of the different and more Co$Lii 
hensivs nature of the problem the supplementaw hlg 
which he empIoyed differ somewhat from those used %io& 
other studies. Similarly the physical basis and mas 

@O As in earlier attempts Baur’s first step was to d:uitrtb$ 
March weather character in German 
fashion. It appears that between the &arch p?eS5$;~15’ 
the contemporary rainfall there is a high negative erefore 
tion but none with the temperature. Baur th 
chose to classify the weather into four types: &fir’ 

A. High. pressure, warm, dry, predominantly 
dally temperature range above normal, ~ 0 f i r )  

B. High pressure, cold, dry, predominantly 
daily temperature range above nomal- c ~ o ~ d Y ,  

C. LOW pressure, warm, rainy, predominantly 
subnormal dail temperature ravge. ,loud?’) 

subnormal daily tomperature rango. daqjP’ 

the second following month pressure at  the above S t vd:O 
ID &* 

element. tip’ 

advanced by Baur are novel and suggestive. 

in some 

D. Low pressure, co r d, rainy, predomman@ 

He represents each type by the contemporary average 
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AVERAGE T E M P E R A T U R E  DEPARTURE 

YEARS OF LARGE POSITIVE AND NEGATIVE PRESSURE GRADIENT 
DEPARTURE. PONTA DELGADA. AND ICELAND 

1% 'l;O , q o  
180 

160-160 

JANUARY 
1887 1889 1890 I898 1900 1904 

1906 1908 1909 1910 1916  

JULY 
1890 1896 1899 

1906 1909 

JANUARY 
I888 1893 1895 1896 

1897 I899 1912 

JULY 
1888 I889 1902 

1907 1911 

FIQVRE &-Reproduced from Beur (1). 
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/ 

JANUARY FE 5 RUARY 

0 40 

MARCH APRIL 

4 0  4 0  

MAY J U N E  

40  40 

JULY AUGUST 

40  4 0  

2 

SEPTEM B E  R OCTOBER 

40 40 

NOVEM 5 ER D E C E M 5 E R  

40 

2 

Fiawrg.-Oorrelatlon coeftlcients between Pr-e in month inndlested and Ponta Delgada pmsure in previous month, 1874-1903. Reproduced from Beor 'I' 
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AVERAGE P R E S S U R E  DEPARTURE,  MARCH. 
W I T H  

H I G H  AVERAGE PRESSURE 
I lm A N D  TEMPERATURE 

H I G H  AVERAGE PRESSURE A N D  
LOW AVERAGE TEMPERATURE 

80 70 60 W 40 30 20 IO 0 

1893.1894,1903.1910.1913 

LOW AVERAGE PRESSURE A N D  
I.. H IGH AVERAGE TEMPERATURE 

80 70 60 SO 40 30 ?O 10 0 

1896,18@7,1902.1912.1014,1916 

1887,1892.1899.1904.1907 

LOW AVERAGE PRESSURE 
A N D  TEMPERATURE 

FIGWE IO.-Reyroduced from Baur (4). 



74 

AVERAGE TEMPERATURE DEPARTURE. MARCH, 
W I T H  

H I G H  AVERAGE P R E S S U R E  
A N D  TEMPERATURE 

H I G H  AVERAGE P R E S S U R E  A N D  
LOW AVERAGE TEMPERATURE 

-- 
1893.1894.1903.1910.1913 

LOW AVERAGE P R E S S U R E  A N D  
H I G H  AVERAGE TEMPERATURE 

1887.1892.1899.1904.1907 

LOW AVERAGE P R E S S U R E  
A N D  TEMPERATURE 

1896,1897.1902.1912.1914. I916 

F ~ Q U R E  11.-Raproduoed from Baur (4). 
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from a 3O-year mean of pressure and temperature a t  49 (See fie. 10, 
It is thereby noted that the above four types occur ?“lth nearly the same frequency. The critena for assign- 

‘ng a to each March were two: (1) A deviation (from 
J874-1923 mean of 755.7 millimeters) of at  least 1.5 

-eters in pressure at Berlin; and (2) f~ deviation 
the 1870-1923 mean) of at  least 0.3’ C. in the mean 

temperature at 10 stations in Germany. 
MAoother method of representing some phases of the 

arch weather character is by means of the contemporary 
sOUth-north pressure gradient, Ponta Delgada to Iceland 
(Qean of Stykkisholm and Berufjord) and the east-west 
p u g  gradient, Irkutsk to Iceland. The coefficient 

the former gradient and the temperature in 
ernany (1874-1922) is $0.71, and between the tem- 

gBrature and the latter gradient (1879-1924). +0.65. 
lnc? these two pressure gradients are closely allied (cor- 

1924), the question arises 
any is due to the southerly 

th e winds, or both. An actual investigation of Wnd components during March showed that in gen- 
the southerly component is more important for the 

t$$pe?ature than the westerly. Baur finds this reason- 
?Qce the continental-maritime temperature differ- :ct Is small in spring. A somewhat detailed considera- 

Q Of the individual types shows that with weather in 
t:manY of t pes A and D the pressure difference be- 

Ponta 8elgada and Iceland is important but with 
or C the pressure fall from Lugano (south foot of 

of@ to Greenwicll is important Thus for the 26 months 
t b  arch during 1874-1923, when pressure and tempera- 
4 @ in Germany were of the same sign (type 
pror ’), the correlation of temperature in German wlth 

th ’ O r  the 24 months of the opposite sign (type B pr C) 
-$%?lation with pressure fall Lugano to Greenwich 1s 

b~ Cbg broadly defined the March weather character 
Othe,e‘many in terms of the contemporary state of some 

Baur introduces a time-lag in some of the 
FahohShlps treated above. He correlated the March 
GQperature with the pressure at various stations in the 
aze$Qg B’ebruary . With the exception of Kem, Irkutsk, 
“ark ed these are for the period 1875-1924. The ‘“ features of these two charts are an area of positive 

over the Mediter- 
and over northern Europe. gigure 12 shows that 

the ‘Qch temperature is probably indicated to a certain Pent from the pressu re distribution in Italy and northern 
ned zonal circulation in Februar , A strengthe 

characterized by an ex cess of westerly winds, is apparent Y ‘ouupwed Qd h March by a weakening of this circulation as pzzd by the large correlation with the Irkutsk-Iceland 
gradient. The weakened zonal circulation is 

t$fwtd bY another g iving predominantly southerly winds 

aur.explahs the apparent relation of the strengthened 
Zo‘al Circulation in Februa to the March temperature 

fmuows. Since apparent ’9 7 the strengthening is not 
eq’au, atlO1~s intense all around the earth in this zone, acceler- 

over the Northern Hemisphere. 

0 . ~ ~ ~ ~  difference between Ponta Delgada and Ice K and is 

B 

. 

‘%ative correlation respective1 

ry 

Sh lS determined by the Irkutsk-Iceland gradient. 

and decelerations arise: 
der Erhaltung der Kontinuitat der Massen muss dann mit $?tngden Gebieten mit verzogerter Bewegung eine Luftmasse- , in Gebieten mit vermelirter Rewegung eine Massen- 

Stattfind en, uofern nicht durch meridionale Bewe- 
*Wlcich gcschaffon wird, was auf dcr roticrcndcn Erdo ‘‘; brhandensein zonaler Druckunterschicdc ausreichender Grosge 

oraussOtZUng hat. 

I t  is therefore conceivable, Baur says, that an increased 
transport of air over Europe in a west-east. direction, in 
February, which is brought about by a posit~ve pressure 
anomaly over Italy and negative anomaly over northern 
Europe is conducive to an abnormal pressure gradient 
from inner Asia to Iceland in March, and vice versa. 

In support of his argument Baur gives a correlation of 
0.46 between the south-north pressure difference % 
(Lugano +Rome) - j4 (Tromso + Haparanda) in February 
and the eas t-west pressure difference Irkutslr-Iceland in 
March (1879-1924). At the same time the persistence 
correlation of the Ponta Delgada to Iceland pressure fall 
(February to March )is only 0.24 (1874-1923). Thus 
Baur concludes that the persistence of temperature in 
Germany from February to March (4-0.53, 1874-1923) 
is not due to a persistence of the general character of the 

CORRELATION OF MARCH TEMPERATURE I N  GERMANY 
WITH PRECEDINGFEBRUARY PRESSUREAT 

STATIONS SHOWN, 1874-1923 

I80 

I70 

16C 

1% 

14C 

1X 

121 

I I (  

IM 

0 

FIGURE lZ.-Reproduced from Baur (4). 

circulation in that region, but that general conditions in 
February giving high temperature in Germany tend to 
produce a definite but different set of conditions in March 
which also give high temperature in Germany. 

Baur makes no attempt to prove the validity of his basic 
assumption, namely, conservation of continuity of flow 
under the conditions postulated above. Indeed i t  would 
appear that they are violated in a large measure. The 
isocorrelation lines (see fig. 12) do not indicate much 
conformity with Baur’s hypothesis of convergence or 
divergence of flow. This criticism however need not be 
construed as a rejection of the hypothesis. The limited 
evidence precludes further discussion of this point. 

The above three illustrations can be taken as representa- 
tive of Baur’s methods of attaclr and hisresults. They mdi- 
cate that the various methods lend themselves to ellciting 
veiy limited relationships between the state of a partlcular 
element a t  a given place and the contemporary as well as 
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noncontemporary state of other elements elsewhere or at 
the same place, but that the results obtained by such 2, =temperature, Germany, preceding FebruarS to 
methods often suggest a physical-synoptic basis. 

g= temperature, Alten and Vardo, June to Octobs‘* 
8. MATHEMATICAL FORMULATION O F  MULTIPLE RELATION- %=temperature, West Greenland, July to B”g”Bdt; 

smps AND THEIR APPLICATION z4=pressure difference, Ponta Delgada to Ice1aD 

Baur’s next step in the utilization of the derived time- z6= temperature, eastern United States, preceding 
lag relationships was to form expressions which would 
enable one to compute the value qf a gven element in The standard error of estimate of the above expression 
terms of several others to which it 1s related. As a pre- 1.451’ C., whereas the standard deviation of the 5Wefir 
liminary step to their application, however, he considers mean winter temperature is 1.632’ C. The mean 0 ‘ ‘ ~ ~  
whether the available observations lend themselves to use mtroduced in the computation of the winter temper@’:, 
in the usual correlation method. They do, he states, is therefore 13 percent less than the deviation of the fl 
provided (1) the relationship is linear, (2) the number temperature itself. 
of observations is large, and (3) the distribution of ob- Baur sets up limits of k1.5 times the standard $$$ 
servations under comparison approximates the Gaussian. tion above or below which the season is considered dard 
Baur regards the above conditions fulfilled, the first on warm” or “very cold,” respectively, and f )6 the stan 
the assumption that relationships which invplvo weather deviation, within which the season is defined as “@laost 

h e a r ;  the second, if the available observations extend The comparison of the computed and the observe! 

actual test? Baur admits that the relationships may not out of 196 cases the departures were outside of the e@ the 
be strictly linear, but assumes that the errors due to non- b h s .  This, Baur points out, is two cases loss th@Tho 
linearity in a multiple regression equation will not be im- most probable number from a chance distribution. tbe 

ex ressions derived were tested in forecasting fqr of portant. 
As an illustration of the application of Baur’s method fo owing 5.seasons not included in the determin@t1ofaore. 

we can take his experimental attempt a t  forecasting the the approxlmations. The agreement between the 

the temperature in Germany as being a function of the satisfactory on tho basis defrned above. As an examp tb0 
circulation over the North Atlantic Ocean (given by the I reproduce here the forecast of temperature for 

e@ 
Ponta Delgada to Iceland ressure fall), also of the in- summer of 1925. 

,,@er 
The probability is 84 percent that the de arture of the 98 

at Bombay which is a measure of the state of Asian LOW summer temperature will be between 0.69’ 2 and -1.24’ ‘:; 
summer, of the pressure in Argentina, which was found percent that the summer will not be very warm; 89 percent  st 

to be related the subsequent in the very warm nor cold. egBLP 
-00.2S0 for the computed departure. ’ 

Northern Hemisphere; of the temperature in the eastern pletely realized. 
half of the United States by virute of the general tiofl’ west-east As another illustration of the application of relayly 

perature way of support northern of his Norway thesis and western GreenlPnd. By rainfall (west of the Oder) in July (y) with -j&s’‘p, 

where- 

June. 

April to June. 

September to November. 

anomalies of distant regions and different time-lags, are normal.” de4 
over a 50-year period or so; the third, if it satisfies the Partures of temperature made by Baur showed thatected la g9 

seasonal temperature in Germany (5). He first regards cast and observed temperature departures was e4 lla ief y 

tensity of the h i a n  anticyc P one in winter, Of the pressure 

s 

The actual departure was 0.1’ c. 
Forecast considered 

‘Ow; Of the Preceding in because 
of persistence and finally, for genera1 re&sons, Of the ships we take the computation of monthly values Of,fiDy 

ramfall. The correlation coefficients of north Ger bo 
that an actual physical basis 7 &, m. pressure J~~~ 20-30 (z,), and mth Tromsc 8 

exceed twice !he value of their standard errors as compared approximation for the 
all of the above variates, except the 

underlies the 
correlation coefficients involving the above variates 23 T~~~~~ pressures (zl, (x2), and between Karlsrub:+g 

Ballr shows that Of the 282 pressure June 1-20 
lent themselves to the foil of Jdf 

.t@i 

to 13 that 1111 ht  be expected from a random distribution. rainfall in North Germany: departure from the  mea^ 

Siberian anticyclone for which no data were available, 
with the temperature for each of the four seasons. Then 
with the aid of the statistically derived approximations The standard enor of estimate=20.10 mil!* o 
he computed thepought-after element for each year of This is 8.4 percent less than t.ho standard devmtioP 
the penod on whch the approximations were based as rainfall for the period 1875-1924. Considering as “% 
well as for several seasons 1 ~ .  advance. dry or very wet months whose rainfall dep@\$&% 

The approximation for the winter temperature, for greater then one-third of their noma1 monthly the example, is- the statistical probability of occurrence of one 0l 
extremes over the period 1875-1924, is thirteen-fift’e 
or 2G percent. 

y.~-2.51Z1-3.13Z2 
Baur correated K 

~ ~ 0 . 2 5 3 ~ ~ + 0 . 2 3 3 ~ ~ : 2 - 0 . 3 2 6 ~ ~ - - 0 . 7 1 7 ~ ~ + 0 . 1 2 8 ~ ,  
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%Ore significant forecasts. If the July rainfall be con- 

as normal so long as the departure is not greater 
8 millimeters (one-tenth of the normal amount) and if by too dry or too wet is understood simply the 

Of the departure, then the following forecasts could 
been obtained: 

18": 
lSg3: 
1898: 
189g: 

Igl7: 
lg2'* 

with an 86 percent probability of normal or too dry. 
with an 87 percent probability of normal or too wet. 
with an 81% p ercent probability of too wet. 
with an 83 per cent probability of too wet. 
with an 89 percent probability of normal or too wet. 
with an 87 percent probability of normal or too wet. 
with an 88 percent probability of normal or too dry. 

88 percent probability of too dry. 
cent probability of a negative departure 

greater than 8.0 mm. 
eight forecasts would have all been correct. 

4. DISCUSSION 

Baur'8 method of forecasting seasonal and monthly 
''lues.of meteorological elements is based on the con- 
rderat10n that the statistically derived relationships 

themselves to ex ressing the probable occurrence 
approximate vapue of an element, and that the 

?nsGps, &s indicated by statistical or by synoptic 
cntena, have 8 physical basis. In  the case of the sea- ""' forecasts, the existeme of a hysical basis is only 

PPia'r temperature in Germany is determined by the 
g February to June tempera.ture in that region, ' the Pressure in Argentina during the preceding gpril 

to "!% etc.; or why the spring temperature correlates 
t:$tlveb with the preced ing October to November 
of t p t u r e  in Germany. The question of the soundness 

* ? method reduces itself then to the uestion of the 

?el qcasepf the monthly forecasts a physical basis for the 
bttlonshlps employed is very of ten suggested. However 
b h 2 w  from the preceding sections of this paper that the - which Baur made regardmg the atmos- 
bhe~1c. cvculation app ear to be either doubtful or wrong. 
8''' We allow the as sumptions it does not appear that Gur able to prov ide a definite and adequate physical 

erpretation of the various relationships. It was not tk? for example that the upper south-north gradient 
during June determines the JFly ramfall. IJI FQanY, or that the March temperature m that re.gqn 

governed b pulsations of the west-east flow of air ip pbrua?Y- 'I!&s leaves the .question of a physical bas= 
Or b the. underlying relationshps unanswered. The physi- 

b a"s advanced by Baur cannot be accepted yet nor can 
?f $ dey te ly  rejected. The question of the soundness 

method for forecasting monthly values reduces '"' then mainly to the validity of the statistical con- 'lderQhons. dithe application of the regression equations to fore- 
%e & fundamental assumptions are tacitly made, 

&Ft the time-lag relationships involving weather 
Sthe, honnalles of distant parts of the globe are linear, and the 
'be.' that these relationships are stable with respect to 

with regard to the first assumption it is generally 
~ ~ $ ~ d ~ ~ ~ e ~  the whole such relationships may be 

pei' re@rd tb the second assumption, i. e., whether a 
@Id -'@latlonship will be maintained in the future; or has 

% the Past, i t  may be noted that the stability of a 
e'clent expressing meteorological relationships IS in- 

' 

Thus Baur does not exp P ain why or how the 

of the statist ical considerations. P t is taken up 
h -  

fluenced by a certain periodicity or rhythm of weather 
phenomena but perhaps mainly by marked deviations 
of the atmospheric circulation from the average state. 
To quote E. I. Tichomirov's discussion (J. Geophys. and 
Meteor. vol. IV, No. 1, 1929 Leningrad 9 on the effect 
of "periodicity" on the stabhty of coefficients: 

We know that a certain rhythm, if not periodicity, exists in the 
weather * * * Egersdorfer's investigations (Das Jahrbuch 
von Bayern, 1925) showed that when phenomena having a periodic 
nature are correlated, the time interval within which the correlation 
occnrs will have a large influence on the magnitude and even the 
sign of the coefficient * * * Supposing for example that we 
take 50 years. If we acknowledge the reality of BrOckner's rhythm, 
then i t  is obvious that the correlation coefficient will vary with the 
position of the 35-year interval within the 50-year period. Since 
in most cases the position of the correlation interval in relation to 
the rhythm of the phenomenon is not, a priori, known, the question 
of the reality of the apparent connection and stability of coefficient 
appears doubtful from the point of view of forecasting with the aid 
of the correlation method. Therefore the investigation of the 
stability of the correlation coefficient should always precede its 
use in forecasting. 

However this cannot be done rigidly, i. e., by employing 
rules of statistical mathematics, since, because of a rhythm 
in meteorological phenomena, one cannot speak of inde- 
pendence of consecutive values in a meteorological series. 
At the same time the hypothesis regarding their inde- 
pendence forms the basis of criteria employed in statistics. 

One must therefore resort to a rougher check of the 
stability by dividing, for example, the time interval in 
questicm in suflticiently large parts and then compare the 
results obtained. In practice, one can of course speak of 
a division into two groups, 20-25 years each. Baur pro- 
poses that a connection be regarded as stable if the dif- 
ferences between the coefficients of the two divisions does 
not exceed the sum of standard errors of these coefficients. 
A check on the stability may also be macle by forming a 
series of "moving" correlation coefficiepts. The be- 
haviour of such a series may give us a picture of their 
stability. This can be seen from the following pxample. 
Schmauss computed. moving correl@ion coe5cients for 
separat,e 11-year periods of the period 1879-1924. The 
coefficient for thp whole series was -0.32. The results 
of the compFtations are given below. The year at the 
top is the middle year of each interval. 

From this Tichomirov comes to the conclusion that an 
extrapolation during years nearest to the end of the period 
considered is sometunes quite lawful. Baur comes to the 
same conclusion but from different considerations. He 
says (5) that- 
since some of the relationships are probably due to periodic varia- 
tions and since in course of a long period the amplitude and phase 
of a shorter period changes several times it is quite possible that at 
least a portion of the relationships existing during an earlier period 
are later replaced by others. Nevertheless since the relationships 
are endowed with a physical hasis the assumption may be allowed 
that the relationships which dominate the weather changes over a 
60-year period would also be maintained in the next 3 to 5 Years. 

In contendir;lg that the stability of the correlation CO- 
officients remains senLibly constant for the next fewJe5m 
the effect of nonperiodic changes in the atmospherlc c1r- 

woathcr forocastrng). 
* Osnovnyc pr emy predskaeantt pogody nadolgt srok (PrinoIPd methodaoflonwange 
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culation is neglected. But this effect is often very im- - 
portant.1° 

In  the last analysis the merit of Baur’s method of fore- 
casting seasonal knd monthly values of meteorological 
elements lies in the accuracy of the forecasts and their 
usefulness. As far as it is known to me no independent 
verification of his seasonal and monthly forecasts was 
ever undertaken. Regarding their usefulness Tichomi- 
rov’s discussion (loc. cit.) is appropriate. 

Baur gives the probability with which we can expect that the 
value of the element in question will be included within a certain 
interval. In practice it  is desired that the interval be as small and 
probability as large as possible. Both of these requirements arc 
met only when the ratio m/s (m., standard error of estimate; S, 
standard deviation) is very small, but in the regression equations 
published up till now it is not less than 65 percent, a value which 
should not be exceeded. Whether we like it or not it  is thus 
necessary, if the results are to have any significance, either to de- 
crease the probability or lengthen the interval. 

The limited usefulness of Baur’s forecasts (6, 7, 8) is 
further exemplified by the following statement which is 
a part of one of his forecasts. “Therefore one must 
figure on ?t least one severe cold outbreak in s ring tem- 

March or in April can not be said at  the present.” 
perature in Germany in 1926. Whether it wi r 1 occur in 

6. SUMMARY AND CONCLUSIONS 

Baur’s work in long-range weather forecasting consists 
of a derivation, with the aid of statistical methods, of a 
number of time-lag relationships involving, on one hand, 
monthly or seasonal values of meteorological elements in 
central Europe and on the other hand similar values 
representing the preceding state of these elements in the 
same and distant regions. With the aid of these relation- 
ships the future approximate state of certain meteoro- 
logical elements could be determined with a certain degree 
of-probabili ty. 

- 

Baur’s attemDt to establish a definite Dhvsical basis for 
the statisticalli derived relationships >roved fruitless ; 
nevertheless, he was able to provide a suggestion of the 
physical-synoptic ba?is & several instances, namely, 
where the relationshlps mvolved relatively small time 
lags, and where the choice of variates was conked to the 
same and neighboring regions. 

It is necessary to point out that the statistical 3pproach 
in long-range weather forecasting involves a serious 1+1- 
tation; namely, there is no assurance that the relationships 
will hold after the period for which they were derived. 
Most of the relationships derived up till now from corre- 
lation studies, and employed in forecasting did not hold 
afterwards. The reason for this is the periodic and non- 
periodic changes in the atmospheric circulation. The 
disturbing influence of the periodic factor can be reduced 
to a certain extent by recomputing the correlation co- 
efficient so as to include the last observation. tinfor- 
tunately, the nonperiodic factor which at times is very 
important cannot be determined because the nature of 
the circulation is nqt properly understood. It is worth 
while to note at tlus pomt that the correlation studies 
show that such an understandmg will be difficult to 
attain.” 

Some time-lag relationships do exhibit a marked sta- 
bility (9). Unfortunately there is no way of telling which 

IO Wjoso upon c o ~ l a t i o n  of the mean Leningrad temperature.of 1 month with that of 
the following obtained (Met. ZS. 19% for one ao-year intcrvd r.,, ei=O.66 and rv irVi l=~ .47  
yet for the followin similar interval, 0.02 and -0.10 respectively How much of the 
chanEe In the coem&nts is due to the periodic and how much to the nonperiodfc effects 
cannot be’ssid. 

I1 The oonfusion regwdlng tho ropor place of statistics in lOng-r8ngC weather studies 
is very great and is best attested the results achieved 80 far. Meteorological laws do 
not 8p ar to bo sufficiently compf,x to be governed by laws of chance; yet neither are 
they &&le enough to be explained by the existing mathematical physical theories. 

of the relationships will remain stable and which will 
Yet it is reasonable to assume that a forecast based OD 
number of relationships which have been stable for 
long time will probably verify to a marked extent; for:: 
is unlikely that all the relationships will break dpWDtbO 
once. There is therefore hope in forecasting With 
?id of linear regression eguations, provided cautloDtioD, 
intelligence are exercised m deriving the proper rela 
ships, as was done in British India, for example.I2 er 

The use of the above approach entails, however, aotb,t 
severe handicap which considerably limits its usefulness 
least for certain regions and seasons This is the 
of the results that are possible of attainment. 
regions where the fluctuations in the weather wit@ ta@5, 
seasons are great, western Europe and the United s dl 
for example, a forecast of normal temperature for the 
or spring is of limited value; in fact, it may be a t  tlfoe&3 
considerable harm. On the other hand, for countnos 
India whose weather is dominated by land and sea $$ 
soons such a forecast would be of decided worth;ations 
lady for other countries where the weather fluCtu 
are small. Yet, it should be noted that even tor tb0 
United States, especially for certain parts of - 
weather fluctuations are relatively small during. the 6 u ~ f  
mer and therefore a forecast for this seasonmigh 
value. It follows, that in applying the statistical aPPOi tb0 
the first step is a consideration of the meteorolog3’ 

tb0 Baur’s experience was helpful in showing that withoD51 
methods used by him and described above, no Seasany 
forecasts of decided value could be obtained for Gem 
thus far. 

t be 

region for which the forecast is to be made. 
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(1) Ein Beitrag zur praktischen Anwendung der KOrr 

tub‘ UY 
fie 

his research results of the years 1826-28, that with the help of linear rC@ssi$n@de’~e9i5 
alone DO sufficientl~reliable monthly and asssonal weather forecpsts an the i!Jg 
comments further: The principle of the free multiple correlation index @out ?for 
ofthe 10-day forecasts) into which the relations enter in their original form-wit%~Ou Uob 
Pressed into an analytical function determined beforehand-has also y v e s e S  $$t f’ 
the monthly and annual forecasts; only the number of empI~ieallY 6 veri 
S m a h  for Greater periods than for shorter. In any case, It IS dwaYS n e C s ~ ~ ~ ’ $ b j  
influences be considered for alongmngc weather forecast. At tho Prosent tim&@d 
or annual forecast can be made if m a certain case all methods and reWgnition 
Same re8ult. Tho experienco has tauspt that in such manifold insured cesestbea@g 
h n g  of monthly and seasonal weather forecasts would not be advisable’ 

. .  
ti0 

In 8 letter commenting on this report, Baur malntains the opinion 

for d 

rove Correct. On the other hand, viewing the present status of tho rosa!?'' 
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(2) Die 11 jahrige Temperaturperiode in Europa in ihrem Ver- (37) Die Dispersion meteorologischer Haufigkeitsverteilungen. 
h a h i s s  zur Sonnenfleckenperiode. Met. Zs. 39: 289-293 
j1922). (38) Der gcgenwiirtige Stand der meteorologischen Korrelations- 

(3) Die Veranderlichkeit der Temperatur aufeinanderfolgender Met. Zs. 47: 42-52 (1930). 
Monate und die periodischen Schwankungen der Jahres- (39) Der gegenwartige Stand der langfristigen Witterungsforher- 
kmperatur in Deutschland. Mitt. d. Wetter u. Sonnen- sage Der Flugkap. H. 11/12 (1931). 
Warte. h. 2 St. Blaisen (1922). Excerpt in Met. Zs. 39: (40) uber  des Abhangigkeitsgesetz stochastisch verbundener 
116-117 (1922), Veranderlichen mit Erlauterungen an einem meteorolo- 

(4) Mehr~Elhrige perlodische Schwankungen des Niederschlags gischen Beispiel. 
und des Luftdrucks in rechtsrhinischen Bayern. Deutsches (41) Bemerkungen zu W. Richards Witterungsvorhersage fiir die 
?et. Jahrbuch. Bayern. Anhang D. (1922). Jahrrente 1930-1960. 

Krlbrium des Zufah  fur langjahrig meterologische Beobach- (42) Aufgabe, Einrichtung und Tatigkeit der Staatlichen For- 
tungsreihen. Met. Zs. 40: 19-21 (1923). schungsstelle fur langfristige Witterungsvorhersage. Zs. 

Faher Winter-zeitiges Friihjahr in Deutschland. Met. f .  angew. Met. H. 11 (1931). 
zS. 40: 249-250 (1923). (43) Die Formen der atmospharischen Zirlrulation in der gemas- 

(7) Bemerkungen zur Aufsuchung von Perioden in Witterungser- sigten Zone. Gerl. Beitr. Geophys. Koppen Festschrift 111 
scheinungen. Met. Zs. 40: 90-92 (1923). Band 34: 264-309 (1931). 

(8) Versuch einer Vorausberechnung des Niederschlagscharacters (44) Erfolg oder Misserfolg der Voraussage des Niederschlagsge- 
der Jahre 1923, 1924, und 1925 fur das rechtsrheinische prages des Hochsommers 1932. Blatter f. landw. Markt- 
Bayern. Met. Zs. 40: 232-235 (1923). forsch. Sept. 1932. 

(9) with‘Ungsperioden I. Mitt. d. Wetter u. Sonnenwarte. (45) Wird der Sommer 1932 wiederum verregnet sein? Die 
St. Blasien, h. 3, (1924). Kartof. Nr. 3 (1932).. (lo) Problem der uasiperiodizitat der Witterung. Met. (46) In welchem Gebiet wird der Hochsommer 1932 voraussicht- 
z?. 41: 23-24 (1928 lich trocken sein? Blatter f. landw. Marktforsch. May 1932. 

Bezlf?hungen zwischen Niederschlagsmen e und Ernteertrag in (47) Fortschritte auf dem Gebiete der langfristigen Witterungs- 
(12) $lederbayern. Met. Zs. 41: 170-173 $1924) vorhersage. 

le Wird der Sommer 19241 Mitt. d. DeGtsch. Landw. (48) Die Niederschlagsgeprage des Hochsommers 1932. Die 
Ges. Nr. 18 (1924). Umschau. H. 41 1932. 

(13) Der Gegenwartige Stand der langfristigen Wettervorhersage. (49) Physikalische und meteorologische Statistik. Synopt. Bearb. 
Die Naturwiss. H. 18 (1924). Wetterd. Frankfurt a. M. Linke-Sonderheft 47-50 (1933). 

(14) Langfristige Witterungsvorhersagen fur die D. L. G. Mitt. d. (50) Zur Frage der Verursachung und Voraussicht schadenbringen- 
Deutsch. Landw. Ges., Nr. 37 (1924). den Starkregen in Gebiete der Zugstrasse. Met. Zs. H. 11 

(‘‘I Bemerkungen sur Periodenforschung. Zs. f. angew. Met. (1933). 
(16) ~S1925) .  (51) Uber die Notwendigkeit eines grossen Beobachtungsstoffes bei 

le Verwendung der Korrelationsmethode in der Meteorologie. statistischen Untersuchungen. Zs. f. Geophys. (1933). 
.Met. zs. 42: 247-250 (i925), 43: 386-388 (1926). (52) Bemerkungen zu den Beziehungen zwischen Niederschlag, 

(I7) ‘In@ Temperaturvorhersage fur den Erstfriihling (Marz und Abfluss und Verdungstung in den Schweizer Alpen. Met. 

e 11-year period of temperature in the Northern Hemis- (53) Entwicklung und gegenwiirtige Stand der Grosswetterfor- 
Phere in relation to the 11-year sunspot cycle. &lo. Wea. schung. 

(54) Mehrjahrige Witterungaperioden und die Anwendung der 
le Vorhersage des Witterungscharacters der Jahreszeiten. Periodogramanalysis zu ihrer Aufdeckung. Beitr. z. Phys. 

d. fr, Atm. No. 12, 1936. 
er Ferjahrige Witterungsperioden und die Snwendung der (55) Wetter, Witterung, Grosswetter und Wcltwetter. Zs. f. 

Perlodogrammanalysis zu ihrer Aufdeckung. Beitr. Z. Phys. an ew. Met. 53: 377-381 (1936).. 
4. fr. Atm. 12: 26-32 In  same volume: 11-16; Die 3-pis (56) Zur %‘rage der Beziehungen ewischen der Temperatur des 
’%-jlhrige periodisclie Luftdruckschwankung in der freien Golfstroms und den nachfolgenden Temperaturcharacters 

(21) DAtmosphare. Abstract in Mo. Wea. Rev. 53: 392. (1925). Mitteleuropas. 
as Problem der langfristigen Wettervorhersage. Natur und (57) Zur Frage der Realitat der Schwankungen der Solar Kon- 

(22) DKultur H. 13 (1925). stante. Met. Zs. (1932). 
as Periodogramm des mittleren jahrlichen Luftdrucks in (58) Sonnenflecken und Hochsommerwitterung mit besonderer 

(23) D2udapest. Met. 2s. 43: 504-505 (1926). Beriicksichtigung des voraussichtlichen Niederschlagsge- 
gegenwartige Stand des Problems der langfristigen rages des Hochsommers 1932 in Deutschland. Forts. der 

PVitterungsvorhersage. Mitt. d. Reichsb. Akad. gebild. Eandwirtscbaft (1932). 
‘andwirte Nr. 24 (1926). (59) Schwankungen der Solarkonstante. Zeit. f. Astrophysik 

(24) Periodogramm hundertjahri en Temperaturbeobach- 4 (1932). 
tungen in Berlin (Innenstadt). $et. Zs. 44: 414-418 (1927). 

(25) Gfun\zlhgen zu einer Vorhersage der durchschnitlichen 
(26) I‘llniederschlagsmenge in Ungarn. Az Idoj&r&sH. 3/4 (1927). 

up Frage der Symmetriepunkte in Luftmeer (Luftdruckgang). 
(27) bBAnn. Hydr. 55: 64-67 (1927). Introductory Remarks.-The insufficient information 

le .F?rtschritte in der Bedeutung des Problems der lanf5- regarding Some of the principles underlying the method of 
Baur’s 10-day forecasts, the lack of acquaintance with the frlstlgen Witterungsvorhersage in den letzten drei Jahren. 

(28) 50F,?tUTwiss. H. 28. (1927). lahrige Mittel von Monatsmitteln des Luftdrucks und der actual practice of forecasting with the aid of this method, 
pVTemPeratur. Met. Zs. 44: 434-436 (1927). prevents me from giving a complete explanation and dis- 

ert und Verwertung von Beziehungsglelchungen Xur vOr- cussion of the method, 8s well as of the principles involved. 
aussage von Mittelwerten der Wetterelemente ffir grossere Fortwately,. from the existing: direct md cmcumst~ltial 
Zeitabschnitte. Ann. Hydr. 55: 36-41 (1927). 

Frage der Erhaltungsneigung der Wltterung. Zs. f. indications, importnnt conclusions regarding the merit pf 
‘“gew. Met. H. 12 (1928). this method and results which were obtained with its aid 

@lnerkungen zu Pollaks Ausffihrungen fiber statistische Since 1932 (1, 2, 3, 4) IO-day forecasts have been issued 
Ve!fahren und Mascliinen in der Meteorologie. Met. 5%. during the summer months by the Research Institute-for 

long range weather trends of the State Meteorolog~ca~ 
” voraussage des Temperaturcharacters des vergangenen Service of Germany. These forecasts are published by 
ettervorhersage und Landwirtschaft. Die ICartof. Nr. 3 the press and broadcast over the radio each week and 

hence overlap for 3 days. 
er gegenwartige Stand der meteorologischen Korrelations- After some experiments with seasonal and month ly  fore- 

Problem der langfristigen Witterungsvorhersage. casts it became apparent that the employment of even 
Jahreshcr. d. Physikal. Vcreins. Frankfurt a. M. 1929/1930. monthly means can give for Germany fOrec8sts of VeTY 

Met, Zs. 47: 381-389 (1930). 

Forschung. 

Met. Zs. 48: 346-349 (1931). 

Met. Zs. 48: 152-154 (1931). 

Blatter f. landw. Marktforsch. April 1932. 

(18) TtPr i l )  1925 in Deutschland. Met. Zs. 42: 64-67 (1925). ZS. 51: 79-80 (1934) 

Die Sterne H. 7-8 pp. 145-155 (1935). 
(19) ~ . ~ e v .  53: 204-207 (1925). 

(20) Umschau H. 13 (1925). 
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limited ap lication, because, in most cases, it is impodble 

the weather trend. It is of little value to-know, for ex- 
am le, that the month’s tern erature is gomg to be nor- 

t.hat normal. At the same time a consideration of indi- 
vidual weather situations represented by dally weather 
maps appeared to offer an hade  uate ba$s for long- 

practice, a meteorologwal concept which was originally 
evolved by Teisserenc de Bort, m 1881, but which, 

to obtain P rom a monthly mean a good charactenzation of 

marif the first two weeks are be P ow and the second two above 

range weather forecast?. This led % aur to mtroduce, in 

AVERAGE P R E S S U R E  DISTRIBUTION,  
FEBRUARY 5-20.1929 

FIQUBa: 13.-Reproduced from Baur. 

because of technical and other reasons, found no applica- 
tion in long-range weather forecasting a t  that time. The 
concept which serves ps the cFntral idea in the theoretical 
and practical foundation of-hls method received the name 
‘(Grosswetterlage.” Sir Gllbert Walker’s translation of 
the above expression “broad-weather situation” is 
adopted here.la 

1s Baur WBS preceded In the ado tfon of this concept in long-range weather forecasting 
practice by the Russian school Of%ng-rangO fOreWtfn who define the broad-weather 
situation in terms of fields of presure s stem centere andantfcyclonic trafectorles instead 
ofthe aotual pressure dlstributlon, 88 &De by Baur. 

1. BROAD-WEATHER BITUATION 

A proper understanding of the above term merits 
inclusion of Baur’s own discussion and Walker’s amPlificor 
tion of this term. Baur (5 )  distinguishes between 
“Wetter” (weather), “Witterung” (weather trend), %t 
‘(Grosswetter” (broad-weather or general type of 
weather). By weather is meant the instantaneous St$ 
of meteorological elements a t  a given instant or, also, 

f the outstanding characteristics of the successive states 0 
elements during several hours or a day. The “weather 
trend.” gives the characteristic total of the weather Of 
hdlndual days over a period of several days. As a !‘le 
the two concepts refer to a particular place or  re^;$ 
where the same weather or weather trend prevails. 
concept “broad weather,” in common with “Weatbef 
trend,” represents the atmospheric occurrences duag  tbs. 
several days or even during several weeks and moDDOt 
However, it is more comprehensive in that it  takes 

t#e@ 
only a particular region but also the neighboring r 
provided there is a direct hysical connection be 
the individual meteorologica I; processes of all the regioD; 
Thus, with the same broad-weather situation givpa b{be 
certain form of the general pressure distributloa tbfit 
weather trend of west Germany may be different from 
of east Germany. The term “Grosswetter” is further 
defined by Baur (6) as a macro-perturbation- 
a notable departure from the normal state of the atmosphere zjgbt 
maintains the same sign, experiencing at the most Very day6 
breaks, over large areas of the earth’s surface during at least 
and under certain circumstancea during many weeks. 
To this may be added Walker’s explanation (3): 
broad-weather situation) is a condition of the atmOspb~re 
which controls the weather for several days, rema:$ 
sensibly constant in spite of the changes in the latter 

The employment of the principle of “broadrw &I 
situation” necessitates the consideration of time 1 D t e r V p  
whose length is determined by the prevalence of 
ticular weather type or broad-weather situation. tlcb 
intervals, experience showed, were on the whoh 1 
less than one month for central Europe. As an emap * 

reproduce from Baur’s work the broad weather Situa$ 
covering the period February 5-20, 1929. (See fig. at 
During the 16-day period the mean temperaturO@O 
Potsdam was -12.8O C., Treuburg - 1 6 . 9 O  c. o ~ < r  

eriod was also very dry. The high pressure are5 tl’ 
Europe is in direct “contact” with the SiberlaJ-’ :$ 
cyclone. The pressure gradient over central EUijpgofl 
from north to south. . 

bicb 

tiit (the 

day to day.” eather 

This is associated with n CO 

iawr? of air from the Fast. 
The final cholce of 10 davs as a convenient time _ .  “t,@ 

to represent the most friquent broad-weather Situaw-bY 
was not arbitrary, Baur claims, but was detemiDe$ro* 
the frequent presence of a 5-day rhythm in central E tsd 

ean weather.“ One of the first tasks which confro%@ 
Baur was to form a systematic, comprehensive Co1le;tbd 
of pressure maps which determine the articular w0 proPO‘ 
t pes or broad-weather situations o f central , &tloF 
$heso maps were accompanied by a detailed d e l f l o - d ~ ~  
of the associated weather developments. The Dater’ 
represented by several hundred maps. 6 j tu” 

The determination of the coming broad-weder 
I’ The Ctdce of IO-daY pcrlods wm determlned in part by the annnal VNfettoa dog 

tlon and by the existence of w-called slngulerltles In the annual collrse ofdl 
elements. 
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ti bo? Was made in part from a consideration of the distri- 
.Uh09 of pressure aloft. The acceptance of thjs p in-  

CIP1e 18 based on results of several recent hvestigaaons 
and COQsiderable experience which indicate that the main 
PtLer  development in the middle latitudes appears to 

determined by the pressure distribution ?nd. its paria- 
On aloft and not by the surface pressure dlstnbution. 

2. 

D E ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~  OF THE BROAD-WEATHER SITUATION 

dsPhe consideration that the stratospheric pressure gra- 
lene normally south-north in the Northern H?misphere 

f"$ the general air flow, normally west-east m mddle 
'''tudes materially influence the formation and move- 

of areas of high and low pressure led Stiivs, Miigge, 
$r, and others to investigate the effects of a deviation 

'% the normal meridional temperature and pressure 
PdleQts on the life history of the above pressure sys- 

stlive showed (7, 8, 9) how the pressure changes at 
Surface may vary when, with a normal south-north 

Pre9?ur0 gradient in the stratosphere, the temperature 
gredleQt ~lr the troposphere is north-south instead of 
south-north, as normally, Baur found that the pressure 
Pdlent in the stratosphere, a t  least in its lower levels, aQot a h y s  directed south-north. The deviation from 

e no.md direction, sometimes observed, comes about ;crd% to Baur through a northward displacement of 
or @quatorial high-pressure area in the stratosphere, 

through the formation of nuclei of lugh pressure 
$?j$l; southerly cell (10). As an example, Baur cites 

pressure over Kiruna, Sweden, about 68' N., 
P-g the per iod August 19 to 24, 1909. The pressure 
etke?n 12 and 15 kilometers was as high level for level ? '4 lS n(mnally a t  30° latitude. That we are actuall; 

p h n g  With a high-pressure area follows, according to 
a'r, from the fact that similarly high pressures were ikpd at  &una on preceding days, that the height 

e tropopause was around 13 kilometers (consider- :::: above the normal for that region) ; that the tompera- 
th In the lower stratosphere was below normal whle in 
V&$??OSphere it was above; and that the interdiurnal 

'% of pressure over northern Sweden was very 
Qal sQall' To investigate the relation between the meridio- 
atQpmure gradiexit aloft and the general flow of the 

Baur considered, first theoretically, how 2 a, moderate gradient at 10 kilometers, say 1 $ iFjll Uometers will extend if a temperature gradient 
?Q 111 kilometers in the layers below has tho same 

*rectlon as the pressure g radient. For a pressure Of 26g mb a tern at 10 kilometers, in latitude 50°, in summer, and 
Of tll Perahre of 247O A. as the normal mean temperature 

Column between 4 and 10 kilometers the pressure 
vtt5t.becomes zero at 3.2 kilometers above the ground. 
%~dSmth only a moderate pressure gradient in the sub- 
diefit bphere opposed by a considerable temperature gra- 
Osph el?W the Row of air in the greater portion of the trop- 
B a u p  lS determined by the pressure distribution aloft. 
b a t  Co?Cludes that the general flow of air is therefore 
h 'ntlmately connected with the pressure gradient 
'fb3 the the lower stratosphere.I6 As empirical evidence Baur 
& - - O b s e r v e d  movement of areas of %&hour pressure 

1~ 'OLE OF THE STRATOSPHERIC PRESSURE DISTRIBUTION 

{relit' 
8tetsuQ a Comparison of tho absolute and rclntlvo topogrn hy of tho 600 mb surfaco ' 'veto the mb surface) Baur found that out of 458 hf)gh-pressure areas at 6 kilo- 8 h ' d i ~ 1 p  '' 

Chnractnrized by othor than warm air in thc lager below. Corrb '%:;@? ~ ~ ~ ~ ~ ~ ~ ~ ~ f . O W ' s  wore dfstfnguishod by roIatfveIy cold air below. The few , nro obviously phcnoincna of transltlon slnw they mme only @d19n:fi%i,$~~ From the shove, Baur concludes that, in general, tho tern Cr8tUrO 
Btos%e to Whl)osphero has the same direction 88 tho pressure gradient in tge 10WOr 

- 

ch it Is also sfmllar In strongth. 

changesle a t  the surface and especially a t  5 kilometers 
as related to the pressure distribution at 5 kdometers. 
The movement of the pressure change fields talres place 
in the same direction as the general flow, and hence per- 
pendicular to the upper pressure gradient. The above 
relation was termed steemg by the Frankfurt school. 

are distmguished, simple and Two types of s teem 
double steering. Severa f examples of steering are repro- 

NORTHERLY STEERING 
FEBRUARY 7-10.1935 

P R E S S U R E  IN MB. AT S KM. 

2 4 - H O U R  R I S E  0 AND F A L L 0  
SEA LKVEL 

FIQUBB Il.-Reproduced from Baur (10). 

duced here from Baur's work (loc. cit.). Fiq1re:14 shows 
the tracks of pressure chan e areas during Eebrusry 7 to 
10, 1935, to be almost ara le1 to the direction of isobars 
at the 5 Idlometer love, pf even to  the extent of the turn 
eastward. Figure 16, giving the mean height of the 
500 mb surface (over the 1,000 mb) shows the lines of 
equal pot.entia1 difference to follow ahnost completely. the 
isobaric hnes, and hence shows the association of a high- 
pressure ares aloft with a warm air mass below It, and 

. 
do not puslst  for 24 hours. 
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conversely. The tracks are predominantly from north to 
south and this is a case of northerly steermg. Easterly 
steering is represented by figure 15. The pressure gradient 
is north-south, the reverse of the ordinarg. Though the 
temperature gradient is also reversed (fig. 16), the relation 
does not break down. The eneral flow is almost from east 
to west. The winds at 8 ki7ometers (fig. 191, indicate the 
existence of the abnormal gradient a t  hlgher levels as 
well. I t  is interesting to note, as Baur pomts out, that at 
this time no fronts were shown over central Europe and 

EASTERLY STEERING 
MARCH 9-14. 1935 

PRESSURE AT 5 KM. 

2 4 - H O U R  RISE 0 A N D  FALL 0 
P R E S S U R E  AT 5 KM. 

FIGURE 15.-Reproduccd from Baur (IO). 

the neighboring countries (reference made to maps pre- 
pared a t  Bergen); any wave formation must have had its 
origin higher up. A case of trough steering is also shown 
(fig. 17). The representativeness of the above examples is 
shown by the fact that in 14 out of 15 periods composin 
the first 3 months of 1935 the steerin principle workecf 

The other three-quarters of 1935 and tho year 1936 showed 
similar results. 

I n  cases where the pressure gradient in the lower strato- 

In the other case there was no definite f irection of motion. 

kilo- sphere is very weak, the pressure distribution a t  Sdient 
meters fails to indicate the nature of the pressure gr& 
m the stratosphere. Then the winds in the stratosPbere fro@ and upper troposphere may be essehtially different The 
those below. We dm1 here with two flows of air- 
cqntrol governing these flows is called double sheeriD&’ 
Figure 18 shows a ridge of high pressure to the norti  
neither from southwest to northeast or from northwest 
southeast but from west to east, both a t  sea level, ande?:: 
more so at 5 kilometers. The last is in ag reem?n t .~e~  
the westerly winds at 8 and 10 kilometers and 
a south-north pressure gradient in the lower stratosP 

However the movement of the 24-hour isallobaric &reas to 

MEAN GEOPOTENTIAL DIFFERENCE 
BETWEEN 500 A N D  1,000 NIB. 

SURFACES 

FEBRUARY 7-10. to35 

MARCH 9-14.1935 

FIGURE 16.-Reproduced from Baur (10). 

IO$ 
which, however, is not strong enough to affect,tbe. 
layers. Because of the different pressure distrlb$$b; 
the middle troposphere the flow there and below 
different. This is indicated from the winds at 2 ~ ~ 0 u f  
kilometers as well as from the movement of the 
pressure-change fields. Bss,ti5UP 

The . fundamental state (Grundzustand) idOD”’ 
determines the broad-weather situation and can b@’ 
fied by the pressure gradient in the lower stratosP the 

general flow and by the direction of motion as. fi0ld@ 
veloci!y of the 24-hour pressure fall and pressure ’:: 01 
(steenng). The fundamental state, naturally! 

,d 

by the temperature gradient in the troposphorejf10 b3;1 55 
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TROUGH STEERING 
MAY 17-20. 1935 

P R E S S U R E  AT €i KM. 

P R E S S U R E  AT 
SEA L E V E L  

60 

so 

so 

40 

’ 

2 4 - H O U R  R I S E  0 A N D  F A L L  0 
SEA-LEVEL P R E S S U R E  

RQURE I’I.-Reproduced from Baur (IO). 

D O U B L E  STEERING 
FEBRUARY 16-22.1936 

P R E S S U R E  AT 5 KM. 

3 - H O U R  R I S E  [II A N D  FALL 0 
SEA-LEVEL P R E S S U R E  

2 4 - H O U R  R I S E  0 A N D  FALL 0 
R E G I O N S  OF PRESSURE* AND WINDSA 

*Double lines for sea level. single linos for 6 km. 

A Winds af  6 km. A Winds a t  10 xm. 

FIQIJRE 18.-Reproduced from Daur (10). 
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longer duration than a perturbation which lasts about 
half a day or a day. Since the four-elements enumerated 

of them could be employed in the determination of tho 

Often there are days during which the broad-Weatber 
situation is in a state of transition or transformation’ 

or the temr>eratwe in the tronosr>here. is essential19 
above are mutually related at least m a genera! way, one These are days on which the pressure distributip BsOftl drs- 

WINDS AT’ 2, 4, A N D  8 K M .  

WINDS AT 4 AND 8 KM. 
MARCH 11 AND 1 2 . 1 9 3 5  

WINDS AT 4 AND 8 KLI. 
MAY 17-20. 1 9 3 5  

WINDS AT 2 AND 4 KM. 
FEBRUARY 16-22.1036 

FI~UBE 1Q.-Reprodusd from Raur (10). 

broad-weather situation. Only in case of double steering 
the situation is mors complicated and necessitates the 
knowIedge of tho two controls, that is the knowledge of 
the pressure gradient in the lower stratosphere as well as 
that of the lower level (5 kilometers), from which i t  differs. 

similar to &e pressure distribbtick on‘the preceding 2; 
or subsequent days, also, when there is no mutual rela. 
between the four elements of the broad-weather situat1qD’ 
These departures from the normal state are of deef 
ntficance in forecasting the further development 0 
broad-weather situation. 

The duration of a broad-weather situation in Cent$ 
Europe can be measured by determining the length 6 
Periods during which the pressure distribution at 
Mometers, especially with regard to the pressure 6r 

a bdr remams essentially the same. 
Baur’s-experience (10) over a period of a year and 

i4 
1. The mean duration of a broad-weather situation 

2. On the average in central Europe there are @l$g 
these situations in a month, the intermediate day9 
transition days. This, however, does not mean that:$$ 
cannot be a recurrence of the same broad-weather situ 

3. The longest durations are of west steering w ~ P  the 
tral Europe is under a region of high pressure lIpff$O 
stratosphere and is, thereIore, not crossed by areas 

: 4. The most frequent directions of steering &ob; 
18. percent.; northwest and southwest, 17 percent e 
quite rare is southeast; rarer still, northeast and DOrtb& 

The above results show the importance of the P$?$g 
distribution aloft in forecasting the weather tread 
5- to 10-day periods in central Europe, The for’.s&9 
and breaking down of stratospheric HIGRB and LO@ d 
important for the weather trend as the surface Lo fro@ 
HIGHS are for the daily weather. The departW@&b;$ 
the normal stratospheric pressure gradient come 
through strong outbreaks of air from the subtru$oO 
high-pressure belt, and ultimately must be dependr tbe 
the variation in the balance of radiation t h o @  
atmosphere. 

Cb@*’ 

(written m early 1936) was- 

5% days. Of 

and fall in pressure. flf3st1 

flfJ @ 

8. METHOD UNDERLYINU T H E  MAKING OF THE FOP’ 
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p t i n g  at  times in the weather is considered, especially 
* pres8ue, appearing up to the forecast day. However, 

the periods of these rhythms change abruptly, their 
swCance in forecasting must be studied in each case. 

The first step in the statistical phase of the method is 
the dete:mination of relationships between the pTecedrng and No regression equations are 

The latter, accord- 
% % Baur, express much better the manifold connection 
and Its underlyvlg physical significance than the regression 
equations, and form the high point of the statistical 
method.17 The statistical treatment of past weather 

But once 
aCcoQPhshed it is available for subsequent use as well. 
thppith regard to the role of the broad-weather situation 

e hJ'Pothesis is made that the direction and magnitude if the Pr@sure gradient aloft are important criteria in the 
*%Ination of the character of the general weather. 
fac: premure gradient can be determined from sur- 

Observations through (1) running means cqvering 
p a l  days which elimmate the smaller fluctuations of 

opOsPheric origin, (2) simultaneous consideration of 
p'essuTe and temperature; especially changes in these 
''ements if such exists, ( 3) interdiurnal variability of 
pressure at  the surface, and (4) directly from upper air 
Observations when these become available 

with the aid of statistics a broad picture of the 
8hopt1C weather situation is obtained. 
t' "he basis for forecasting is a computation of correla- 
lob between foreweather and postweather, the drawmg 

Qaps and the construction of tables. Thus for a 
given Overla decade, say the second in July (11th to 20th), 10 
2'1 to !Pug foredecades are used, June 26 to July 5, June 

U b  6, etc., and July 5 to July 14. The last day of 
each Of these decades is called the indicator day (slichlag). 
:he following each foredecade is called the post- Pde- . Every correlation between foreweather and post- tpther 1s Calculated for each of the 10 pairs of decades SO 
that for a 40-year period as a basis, a total of 400 (440 for 

e last decade in July and August) pairs must be re- Fd for each element for each forecast period. %is 
1 be done, Baur says because it is essential in corre- 

'esearches to deai with the totality of all cases 
O'gh the use of overlapping meftns. In  computing the 

e'rors Of the statistical measures, it must be remembered 
th$<he Paks of values are not independent of one another. 
shi e of the statistically derived relatipn- b't between the foredecade and postdecade beginning tit the 5 days preceding and up to the 5 days followrng 
the day of the forecast, tells which of the correlations are 

@ most significant and therefore which of them are of 
ph f e !Olh.rV;n' elements of the foreweather serve as a 

obdatl~rt t%e correlation computations: i: The mean pressure of the foredecade 
(dQ in the pressure during 'the foredecade 

between the mean of the first 5 days and that 

4. Change in temperature in the foredecade. 
Qo !2hange in pressure in the last 5 days (from the h %g of the 5th to the morning of the loth). 

weather trend. 
Only multiple comelation tables. 

UP the principal part of the work. 

UP of 

greatest utility 

Of 3. the last 5 days). 

5. Pressure on the morning of the last day (forecast 

6. Interdiurnal variability of pressure in the last 6 days. 
These meteorological factors are computed for 26 

European and near European stations, the most westerly 
being Angmagsalik, the most souther1 Ponta Delgads 
and Algiers, easterly Eiev, and nort erly Vardo. In 
addition to these the pressure a t  certain points at sea, 
where meridians cross parallels of latitude were used. 
Also the temperature differences between the ocean and 
the continent. In order to exclude short oscillations the 
observations are combined into 5-day means. The 
elements of the postweather are: (1) mean pressure of 
the postdecade a t  (a) Potsdam; ( b )  Oslo; (c) Treuburg; 
and (2) precipitation frequency in the postdecade in 
(a) northern Germany; (b )  southern Germany. 

The computed correlation coefficients (point correla- 
tions) for each one of the stations and forecast points 
between the foreweather and the postweather are then 
entered on maps and brought plainly into view by drawing 
isocorrelates. From this one obtains the first mkling of 
the reliability of the suspected or even unsuspected re- 
lationships. The distribution of the correlations, the 
shifting of the centers of the greatest positive or negative 
correlation from decade to decade in some instances, and 
their persistence in a given region in others, is very 
significant in understanding the physical-synoptic back- 
ground of the results. The movement of correlated areas 
indicates that it is not feasible to make reliable pro- 
nouncements about the coming weather entirely on the 
basis of synoptic weather analysis and preceding weather 
development by using standard rules applicable dunng 
an entire season or year. The factors which influence the 
broad-weather are different at the beginning of July 
from say in the middle of or toward the end of August. 

In working up the relationships between past and com- 
ing weat'her the computation of combined instead of 
point correlations was resorted to. This involves the 
combining of values from several stations for each fore- 
decttde.18 By means of these combinations a greater 
significance *of the corr&tions and a stronger prormnence 
of the hysical-synoptic mterrelations were attamed. 

Final7 P the quantities which were thus recognized as 
factors rndicating the ast weather trend were set into 

following weather. Baur says: "Such multiple correla- 
tion tables-mostly with four entries, i. e. variants of the 
foreweather were computed eight for each decade." The 
maximum values of the correlation ratios computed u to 

allow the evaluation not on1 of the closeness of the rela- 

and the following weather development but from them 
one can also pick out the days of the preceding years on 
which an essentially similar weather situation to that of 
the day on which the forecast was made prevailed. This 
is very important since it is not sufficient to know ftnd 
consider the mean relationships over- a .40-year penod. 
One must consider also the single, mdividual weather 
situations of the preceding years. Therefore for each year 
and for each day maps are drawn which can be consulted 
when ma+g the forecast so that they could be compared 
with smular weather situations. Thus by means of a 
simple code giving the date of each event noted in the 
multiple correlation table one can immediately s e m h  Out, 

day 1. 

multiple correlation tab 7 es with one of the elements of the 

now are 0.82 to 0.89. These multiple correlation ta t les 

tionship between definite va T ues of the preceding weather 

11 The methods of combination and selection of appropriate stations w e n  dotormined 
from metoorologionl considerations and from tho distribution Of correlation coof80ienb- 
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on the day a forecast is to be given, all the past cases in 
which the variables had the same values as at  the present. 

In  order now to be in position to compare the present 
weather conditions with similar events?n the.p?st and to 
be able to consider the effects of certain deviations from 
this, the six elements of the foreweather hsted above are 
cartographically represented for ?very s q l e  indicator 
day and a comprehensive,. exhaustive choice of observa- 
tional facts is placed opposite the postdecade. In making 
the comparison i t  is noted that in every year the dates of 
the decades are the same. For the four years treated up to 
1937 there are 4 x 6  0.r 24 decade! (July and August). 
However, since it IS desrable to  avad oneself of all possible 
information (in a 10-day penod the broad-weather situa- 
tion may change) eF?h of the 62 decades represented by 
the 62 days comprising July and August is considered 
separately. Thus we have for the 4 years 248 decades. 
A still firmer basis is sought by Baur and for each of these 
possible decades he makes the comparison of the post- 
decade with each day of the foredecade, 10 in all. Thus 
a total of 2,480 sets of charts is prepared. Each set com- 
pares 6 charts of the conditions in the foredecade with 4 
charts of the postdecade accompanied by 4 tables giving 
information for each of the 10 days regardmgair-mass type, 
ma&.= temperature, duration of sunshine and pre- 
cipita tion. 

Thus for each single day of the decades comprising the 
four years in question there will be accordingly arrayed 
opposite each other: 

Weather o j  the foredecade 

1. Map of the mean departure of pressure from normal 
in the foredecade. 

2. Map of the change in the mean pressure from the 
first to the second pentad of the foredecade. 

3. Map of the change in the mean midday temperature 
from the first to the second pentad of the foredecade. 

4. Map of the change in pressure in the last 5 days. 
5. Map of the interdiurnal variabllity of pressure in 

the last 6 days. 
6. Map of the distribution of pressure on the morning 

of the last day of the foredecade. 

Weather of the postdecade in Germany 

1. Maps of the mean departure of pressure from normal 
for first and second pentads of the postdecade (including 
southern Scandinavia). 

2. Maps of the mean departure from normal of the 
daily mean temperature of the first and second pentads 
of the postdecade. 

3. Tables of the air mass types prevailing on each of 
the 10 days in the postdecade a t  Earlsruhe, Potsdam, 
and Treuburg. 

4. Table of the daily maximum temperature at the 
charac teris tic stations. 

5. Table of the daily duration of sunshine a t  character- 
istic stations. 

6. Table of the daily precipitation at 30 evenlv dis- 
tributed characteristic stationsk Germany. 

These statements of the foreweather and postweather, 
for all the 2,480 days, are on file. The indivldual tabula- 
tions of the elements for each day of the postdecade make 
possible reference to the past weather and aid the fore- 
casting of weather changes mthm the 10-day periods. 

4. PREPARATION O F  FORECASTS 

at Preparation for the issuance of the forecast is made 
the beginning of the foredecade On the morning Sf ’$ 
day on which the forecast is to be issued, the mater1d 
the first 9 days is prepared. With the arrival of the mora’ d UP ing reports at 11 o’clock all the observations are work6 arO 
statistically and 6 charts of the previous weather. 
finished by 1 p m. By this time the data for the m@p10 
correlation tables are also prepared. The mathemat“$ 
expectation of the mean pressure for the postdecade 
Potsdam, Treuburg, and Oslo as well as rainfall frequeDcY 
for north and south Germany is then computed. In ’? 
forecast period is obtained. Simultaneously the 
for the forecasting day are drawn up. With the aidad 

o.ccurred during the 40-year period and which She' 
smlarity with the instantaneously prevailing Wea!:$ 
situations are searched out. These instances are 
singly compared with the present advance weather, 
the useless cases rejected. Then as a rule there re?:: 
2 or 3 cases which on all the 6 charts picturing the Pres 
ing the current weather situation. 
instances the maps of the following weather, inchdog 10 maps of the postdecade are closely studied an d S p i  

optically analyzed with the view of determining the @Os 
probable current weather development. At tht! sa$ 
time close attention is paid to the manner in Wbcholle. 
revailing weather situation differs from the older 

beanwhile the noon reports are examined so that 
charts giving the change of the mean noon temPerayi; 
from the first to the second pentads of the foredec&;i p e  
be obtained and weighed for further similarities. 
synoptic analysis the last and by no means minor critedoa 0r 
for the expected weather situation is found in the up&y 
air conditions on the day of the forecast and on tbedia& 
which precedes it. In  addition, rhythms in the prece tb0 
pressure, which already appear to some extent gp,p 
variability charts, were studied at  a few especial19 eoorJ 
tant stations. The final decision regarding the tb0 
weather situation is reached at a conference held 9 
director of the institute with his assistants. The Word?$ 
of the forecast is personally composed by the director 

As an example of the wording of a forecast the anao 
ment for the third July decade of 1935 is quoted: d 

d@$D The fair, prevailingly dry weather of the previous week 
on the 15th to somewhat unsettled weather, but neverthe!”~d ’ 
the whole the weather especially in south Germany ret’@ 
friendly aspect. 

This not unfriendly but, on the other hand, also not fullY ”r8$ 
weather with alternate clearing and short, partly thundeiz  SO^$ 
will continue for the next few days. 

come, while in north Germany, especially in the coast re@oathat 
East Prussia a slight changeableness will remain. I%llowlng Bod 
over the whole country there probably will be another c0012$e to 
strongly unsett!ed weather with frequent precipitation 
arrival of maritime and polar-maritime air currents. 

In  the first half of the last third of July the temp~ratu‘eno~@el 
result of a sharp change will come to have a pract1cauY Do’; 
mean. In  the second half on the whole i t  will be cooler tbt&dfdg fD 
mal. The number of days with preci itation in the last 
July in central north Germany and &st Prussia will exceediasi’ 11 
most Places though on many days the showers will be me$’tbe 
nificant. The duration of sunshine in south Germany 
days will exceed 70 hours. 

way the first idea about the weather trend for the Ccbarts O N &  

the multiple correlation tables all weather situations VW; 

Bqd 

weather show approximate agreement with the char t @* 
From these 

about 6 p. m. @Go- 

it’.”* 

Then in the west and 
Germany for a few days prevailingly clear and dry Nestbe‘ ea ‘Id 

&8 fbe 
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Baur says: 
d Th!s forecast was well fulfilled; however, the number of rainy 
o?” ln central north Germany in many places was only 5 instead 

Especially impressive was the arrival of the fore- $st coollng Irom maritime and polar-maritime air for the second 
than 5. 

Of the decade. 
d It is. Worth noting that to one who is accustomed to 

pvlth figures the second paragraph may appear to be 
‘Or@ definite than the first; the farmer and 1ayman.in 

Will  probably find the first paragraph more m- 
‘OQatiVe. The writer agees with Walker (~oc. cit.), 

referring to the above forecast-says: “Such a state- 
‘@% 1s by no means lacking in definiteness.” 

d The Fssence of Baur’s method of forecasting lies in the 
.et@%Qation of the particular type of broad-weather 

‘ltuatlon or situations, both with respect to type and du- 
This, we saw, is achieved through a study and 

$$?&Of the broad-weather situation of the day on 
tr . e forecast is issued. The latter involves the ex- action. from the weather history, with the aid of multiple 
?rrelatlon tables, of definite days when the weather de- 
belop@ent was similar to that of the forecast day. The 
‘Oad-Weather situations obtained in this manner are 

ana’yzed statistically and synoptically to ascertain the 
Pr$?able future weather . 
k~ there is an connected sequence in weather, as we 

Ow h r e  is, t&s sort of treatment should brin it out 

h Past experience. The justification is that the weather 
behaved thus and so in the past and since it is gov- 

6. DISCUSSION AND CONCLUSIONS 

$ddl therefore, supply a powerful tool for the app Y i  cation 

erned by physical laws, whether or not yet known, the 
weather may be expected to follow a similar trend from 
like beginnings a t  another time. The prudent and skill- 
ful employment of statistics predicated on an understand- 
ing of the problem can also be counted upon to give a 
valuable indication of the future weather. 

The above considerations are an indication that Baur’s 
method of forecasting the weather trend for 10-day periods 
during the summer months is capable of giving valuable 
forecasts. 
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VERIFICATION OF BAUR’S TEN-DAY FORECASTS 

By LARRY F. PAQEI and PHILIP F. CLAPP 
As part of a general study of the work of Dr. F’ranz 

Baur m the field of long r v g e  weather forecasting it was 
decided to verify some of hls forecasts. Those chosen for 
verification mere his 10-day forecasts which were issued 
during the spring and sunfmer, from 1933 to 1936. In  
1933 the forecasts were issued for successive 10-day 
periods from July 6 to August 25. In following years the 
period covered by all the forecasts was increased, until in 
1936 they covered the interval from June 18 to August 
29. Also, in 1936 the forecasts were issued on the same 
day of each wcek, so that each overlapped the preceding 
one by 3 days. There were thus 27 ten-day forecasts to 
be verified. 

These forecasts are of the usual descriptive type, but 
since they concern the three elements temperature, pre- 
cipitation, and hours of sunshine, and since many cases 
they refer to different parts of Germany, it was found 
that for each 10-day period there were several more or 
less independent forecasts. To give a concrete example, 
we may consider the fifth forecast of 1936, covering the 
period Thursday July 16 to Saturday July 25: 

The unsettled weather which has been prevailing in  Germany since 
about a week will continue in  the following days. With it one is to 
expect in general cooler weather with variable cloudiness, and daily 
rains. 

Around the end of the week an improvement in  the weather will take 
place. Rains will diminish, daily duration of sunshine and tem- 
perature will increase again. 

The improvement which apparently will come somewhat later 
in the northeast than in the rest of Germany will last only a few 
days. Then unsettl!d, yet not entirely unfavorable, weather will 
come again. The rains will be moatly of the thunderstorm variety. 

The total duration of sunshine during the 10 days will be in most 
places between 60 and 80 hours. The number of rainy days will 
be more than 6 almost everywhere with the possible exception of 
the northeast. The temperatures on the average will be below 
normal. 
Here we may distinguish the following separate forectsts: 

(1) Unsettled weather with daily rains d contlnue 
until “around the end of the week.” Thus, rainfall 
frequency will be above normal. 

(2) This will be accompanied by temperatures below 
normal. 

(3) An improvement which will bring decreased rain- 
fall will occur “around the end of the week,” but some- 
what later in the northeast than in the rest of Germany. 
This improvement will last “on1 a few days.” 

ment. 
(5) After this the weather will be unsettled. 
(6) The total hours of sunshine during the 10-day 

period will be between 50 and 80. 
(7) The number of rainy days will be more than 6 with 

the possible exception of the northeast. 
(8) The mean temperature during the 10 days will be 

below normal. 
Thus, for this particular 10-day period there are 8 

forecasts covering all three elements and various periods 
from about 3 to 10 days. It was decided as the first step 
in verification to analyze each of the forecasts in the 
above way. It will be noticed that the period covered 

(4) Temperatures wil l  be hig yh er during this improve- 

by the forecast is often rather indefinite. This was ::$ 
at the to be true throughout the forecasts. However, 

forecasts are to be of any use, one must guess 
limits of these periods, so it was thought that We @e 
perfectly justified in doing so. There are also @‘@la 
ambiguous statements which we decided to omit, Such 9 
that the weather will be “on the whole not unfaWPb”& 
Statements of the amount of cloudiness were also o d ’ v  
as it was felt that forecasts of the duration of su@blDe 
were equivalent, as well as being simpler to verify. 

Our origiflal plan was to test the forecasts by calculat$ 
the probabllity that each be right by chance, ..”Jbtbe 
using the same probability, by making a forecast 
same factor based on the normal values of the elOD &e 
We could then require that in order to be useful 1’ 

forecasts have a better mark than the normal rrforeC86ts’ 
and that those of the same probability have a pe;centTi 
accuracy which is greater than this probablbty’tban 
other words, they must have a mark which is better 1 
that whch we would expect by chance. Unfortunate;[ 
because of the limitations of the data and the. 
the forecasts, it was necessary to modify our o r lPa l  
to fit each particular type of forecast. e& 

Before describing the methods used in verif@&of the 
type of forecast, a brief account will be give? cat.oi. 
sources of data and stations used in the verfi sed 9 
To represent the various sections of Germany we 
stations for temperature and sunshine. These fort 
Konigsberg, Berlin, Breslau, Bremen, Aachen, Bank 

cipitation we used 15 stations, namely Ronigsberg, 
Breslau, Hannover, Hamburg, Bremen, Aachen, 
furt, Karlsruhe, Nurnberg, Miinchen, Gel ,  M?gde$@ 
Stettin, and Wahnsdorf. Data, for these Statlonsb&& 
obtained from the following records: Tagliche BO’ &@ 
tungen and Nicderschlagsbeobachtungen of the DeutS,,d 
Meteorologisches Jahrbuch. These records were ,id 
mostly for the years 1934 and 1935. Before 1$tr5a$ 
for 1936 we used the separate year-books of tbe 
Central Stations and tho Tagliche Wetterbencht ot be 
Deutsche Seewarte. This last source was foundtbt,t, t; 
very faulty as regards precipitation records, SO. itstlo 
avoid ushe  it necessitated the use of onlv 7 pr@P 

a. M., Munchen, Earlsruhe, and Wahnsdorf. 

Y -  

stations inu1933 and 11 in 1936. *@’ 
When each of the 27 ten-day forecasts had beentbere 

lyzed as previously described, it was found th”! tiOD, 
were 152 separate forecasts of temperature, preC1$gereDt 
and sunshine. These forecasts are of several t b d  
types, and as each type had to be treated separf@lY’ .-  
will be discussed below. &SV 

Of a total of 51 temperature forecasts, 32 !Or$biGb 
of the departure from normal or of the range wlthfl @f0’ 
temperatures will lie. Such a forecast might re$l0&$ 
dominantly warm weather will prevail in the 
days in south Germany.” The probability watbo-$ by 
to be 50 percent for a forecast of departure 
below normal. In order to test a normal acl$+s* 5’ 
using the range about normal which will, 
p p m t  of the cases, we must use some cntenon Of troO 
bh ty  such as the standard deviation. The saas is 
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Of the test forecasts based on normal temperatures. The 
standard deviations and normals for each station were 
?“‘lated from 40 montHy means in the case of all but 
Of the 9 temperature stations. For this station, wahns- 

dorf, On19 20 years of record could be obtained. Normals 
an number of days from 1 to 10 were taken from a 

sQoOtt Curve drawn through the monthly normals of May 
to ‘@Pternber. Calculation of the standard deviation 2 based on the assumption that the distribution of 
WbPeratures about the average is a normal one. Thus 

@ fht found the standard deviation of the mean tem- 
perature of each of the 3 months June, July, and Augqst, 2“ the 40 years of record. Assuming that successive 

Of each month are independent of one another, the 
Standard deviation for each day was obtained by 

‘‘‘tlp’Jhg the monthly deviation by 4s. The devia- 2 for any number of days was then obtained by dividing e by the square root of the number of days 
Concem@d. th As this process involves the assumption that 
be deviation does not change from day to day 
d a month and that the temperatures of successive ‘” are not dependent on one another, any temperature $E or Probability calculated by this means is obviously 
$better than approximate, This error tends toward a 
th Percentage verification of the normal forecasts 

wodd otherwise be expected. But since, as will be 
‘hob later, we only require that the probabilities be ‘ht 10 Percent, we feel justsad in using them. 

are 11 forecasts of a change of temperature dunng the 
A typical forecast would be, “Cooler 

:?th’?.Wa set in toward the end of the week.” The %t:$::J;f r t t i n g  this forecast right by chance was 
No attempt was made to Check forecast with one based on normals, S ~ C O  :!$:? m normal temperatures in the brief perivds in- 

ahd- are seldom greater than 0.2 degree centigrade, 
It \pa? not felt that a forecast based on such a slight 

cb$$ge Justified 
the her? three’forecasts of a change of temperature, a t  
10 d e@Un of the forecast period, as, “In the follounng 
Of 
th?t:;g this type correct by chance depends on whether 
below Peratures previous to the forecast are above or 

because obviously if temperatures are 
Oadgabove normal, chances are much eater than 50 PpQt that they will be lower in the folowing T penod. 

qo; !2b.bility is calculated by using the standard devia- 
gether with tl knowledge of the previous tempera- 

“@ departure. As in the previous type, no normal l o r e c ~ t  is made. 
&?e The fi type of temperature forecast, of wbich them 
bet,’@ cases, is one in which a difference in temperature 
the>% two regions is predicted, such as, “Tempera- 
% ~ ~ ~ y l l  be cooler in south Germany than in north Ger- 
h b  . . Bere we made no attempt to calculate the 

9UQ&$iogreoipitation forecasts 13 are forecasts of the 
b e  a s of measurable precipitation during the 
betC$st periody: Such a forecast might read, “The num- b Of; da s in the greatest part of Gemany during 
~~obp’~iod of &recast wd1 be between 4 and 6.” The ;kit{ cannot be calculated in the same way as for 
‘ b d  YP? of temperature forecast, by use of the 
‘ed Cd Chation, because in this case we are not justi- 
’%e assulning that the distribution about the average th 3 be a normal one, because the distribution has ’ defi%tQ.upper and lower l i i t s  of 10 and 0 days and 
beca‘8@ It 1s n discontinuous distribution. The proba- 

period. 

e 50 percent, 

COO K er weather will prevail.” The probability 

O;b% or to test it with a normal forecast. 

bility can be calculated, however, b constructing the 

available. We were able to get 25 years of record for 
most of the 15 stations and 22 years for the others. We 
assumed that the distributions and normals do not change 
appreciably throughout n single month, so that by using 
the data for each of the 3 decades there were between 66 
and 75 cases available for the construction of each fre- 
quency distribution. The probability for a single fore- 
cast of say 4 to 6 days is estimated by finding the relative 
number of decades in which there were 4, 5,  or 6 days of 
rain. Test forecasts are made by taking the days on 
either side of the normal value which wi l l  include approxi- 
mately this same proportion of cases. Probabilities cal- 
culated in this way are only approximate, in view of the 
shortness of the records. 

There were two forecasts of the departure of precipita- 
tion from a 10-day normal, asz “In the next 10 days quite 
unsettled and frequently ramy weather will prevail.” 
If we assume that this means that the number of days of 
ap reciable rainfall rather than the amount of rainfall, 
wl& be above or below normal, this can be verified in 
precisely the same way as in the case of the first type of 
precipitation forecast. The probability is 50 percent 
and the normal forecast is given a range which will mclude 
as nearly as possible this proportion of cases. 

The most numerous type of precipitation forecast, and 
of which there are 48 cases, is that which gives the depar- 
ture from normal for a period which is less than 10 days, 
as, “Unsettled weathler will prevail in the next 3 to 5 days.’, 
This type has a probability of approximately 50 percent, 
and as m the case of the preceding type is taken to mean 
that the number of days of appreciable rainfall wil l  be 
above or below normal. However, in this case a normal 
forecast cannot be made based on the same probability, 
since no frequency distributions were constructed for a 
period differing from 10 days. 

There are 18 forecasts of a change in precipitation dur- 
ing the period of forecast, as, “After 4 to 6 days the weather 
will be more unsettled and more rainy.” This forecast 
has a probabihty of 50 percent of being right by chance. 
The verification is made b comparing the average daily 
amounts of precipitation Juring the 2 periods involved. 
This was thought to be more significant than the average 
number of days of rainfall, especially for short periods. 
No normal forecast was made, since it was assumed that 
there is little change in normal precipitation throughout a 
single month. 

The final type of precipitation forecast, of which there 
are nine cases, is one giving the difFerence in precipitation 
between two regions, as, “The rainfall will probably occur 
more frequently in north Germany east of the Oder and in 
Silesia than in the west.” No probability cnn be assigned 
to this type of forecast, nor can a normal test forecast be 
made. 

There is only 1 type of sunshine forecast, of which there 
are 11 cases. These forecasts give the total number of 
hours of sunshine during the forecast period, or the range 
within which the total duration will lie, as, “The total 
hours of sunshine during the 10-day interval will amount 
to at  least 60 almost everywhere.” The probability of 
such a forecast can be estimated by use of the standard 
deviation, as in the case of the first type of temperature 
forecast. The necessary normals, for a %-year psnod, 
were obtained for the m e  stations from a climatological 
atlas of Germany, but unfortunately 10% enough records 
for a computation of the standard deviation were avadable 
only in the case of two or three stations. It W a s  necessary 

actual frequency distribution for as i! ong a period as is 
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to assume that the standard deviation fpr a given month 
was the same for all nine stations, and ths assumption was 
justified by the close agreement between the standard 
deviations of a 32-year record for Bremen with those of a 
46-year record for Karlsruhe. Those for Karlsruhe were 
used since they are based on a longer record. Probabilities 
calculated in this manner are of course only approximate. 

To obtain a general estimate pf the accuracy of the fore- 
casts it was necessary to combme the results of the veri- 
fications described above. In  order not to weight the fore- 
casts by the number of the stations used in verifying them, 
we gave each forecast a total weight of 1. The rating 
given any forecast is then the number of stations for which 
the forecast was correct divided by the total number used 
in that particular forecast. For example, if a temperature 
forecast used all 9 of the temperature stations and 6 of 
them were found to conform to the forecast, it would be 
given a rating of 67 percent. The forecasts may now be 
totaled in any convenient way. Due to the approxima- 
tions involved in computing the probability and ranges 
used in verifying some of the forecasts, and due to the great 
number of different probabilities found in the results, we 
decided to sum the forecasts in probability groups with a 
class interval of 10 percent. Thus, all forecasts whose 
probabilities lie between 45 percent and 54 percent are in 
the same group, etc. 

The results of this grouping are shown in the accom- 
panying tables. 

Table 1 shows the total results of the forecasts for each 
element and each year. It was found on summing the 
forecasts by probability groups that only in the case of the 
45-54-percent group for each of the elements, and the 
3544-percent group for sunshine were there enough cases 
to consider the results significant. Therefore these three 
groups, together with the total of all groups, are the only 
ones included. Thus, the two rows in temperature m d  
precipitation refer to the 45-54-percent group and the 
total of all groups. The three rows in sunshine refer to 
the 3544-percent group, the 45-54-percent group, and 
the total. The three rows representing the sum of all 
three elements refer to the 45-54-percent group, all other 
groups, and the total. The 4 columns show the number of 
forecasts correct, the total number of forecasts, the ratio 
of the first two columns expressed in percent and the 
probability of being correct by chance. The probability 
assigned to the total of all probability groups is obtained 
by finding the weighted mean of the groups, weighting 
the central value of each group by the number of forecasts 
it contains. Since each group has an interval of 10 per- 
cent the weighted mean should be considered accurate to 
not less than 5 percent. All percentages based on more 
than 10 forecasts are given in italics, as these have the 
highest, significance. Although a large proportion of the 
percentages are not shown in italics, it should be noted 
that out of a total of 48 percentages all are above the 
corresponding probabilities. This means, of course, that 
the forecasts have a much higher mark than we would 
expect by chance, even considering that the percentages 
are not all independent. Another point to be noted is 
that 1934 has the best record while 1936 has the worst. 
The comparatively poor record in 1936 is due to the poor 
temperature forecasts of that year. 1933 is also a poor 
year for temperature forecflsts? while the mark for 1935 
fs lowered by poorer precipltatlon forecasts. 

Table 2 compares the results of those forecasts which 
could be tested with normal forecasts with the results of 
the corresponding test forecasts. Unfortunately only 
38 percent of all the forecasts could be tested in this way, 

the58 so that the conclusions that may be drawn from ,,y 
tables regarding the forecasts as a whole are limited. table; rows refer to the same groups as in the first set of 
The first four columns contain the number of forecd t 
right and the total number for both the normal fore@ 
and the actual forecast. The last three columns con% 
the corresponding percentages and tho probabil1tY. 
cause of the lesser number of forecasts contained ip 
t,ables there are many fewer percentages in italics thanbe 
the case of the first tables. However, it should agalnnre 
noted that only 2 out of 48 forecast percentage% 12 
lower than the probabilities, whereas this is true cor 
cases for the nornial forecasts. In  8 of the 50 cop 
parisons the forecasts have a lower mark than thiesed 
responding normal forecasts, but only 4 of these areresults 
on a sufficient number of cases to consider the to 
significant. These 4 unfavorable comparisons are due d 
the comparatively poor temperature forecasts of 3s 1936, which have been mentioned before. However' & 
only fair to state that the probabilities of the ":$SO 
temperature forecasts are undoubtedly higher tha? 
indicated because of the assumptions made in estlfl 
the standard deviations. 

Temperature. - - _ _  
Precipitation- - - -, 

S u 11s hi n e - - - - - - - - - 

Sum of three de- 
ments. - _ _ _ _  _ _  _ _  

Tcmpcrature. - _ _ _  
Precipitation.- 

Sunshine. _ _ _ _  - - - -. 
Sum of three ele- 

ments ...-..---. 

TABLE l.--l"orecast totals 

1933 

-/ 
1936 I Four-year sum 

I 00145-54 20.52 42. M) 
661 6433.19 61.00 
60 45-54'43.85 71 41 
06 lid67 07 90: 00 
63135-44 i 2 6  6.14 

100,45-54 .80 .80 
621 37 8.46 11.00 
00 46-54 74 17'114.71 
66l 40814: 62'21.29 
I38] 49 08.71]152.00 

l I I I l I I l /  r h A  
W" 

A classification of the forecasts can be made fro$g Of issfl ~6 point of view of the time elapsing between the 
the forecast and the period for which it apPbes'OOp 
pointed out before, each of the 10-day forecasts 1s ,le$ tbi 
of secondary forecasts which apply to different Parts '&b 
10-day period. For example, a secondary forecast @hbo 
begin on the 6th day of the forecast period and end :y (11 
8th. The 152 forecasts were divided into 4. group 'las 
entirely within the first 5 days; (2) entirely d h S  $flf 
5 days; (3) forecasts for less than 10 days which Orlo 
the 5th day; (4) those which cover the whole 10-dayp b@ 

a percentage verification of 75. Those in the ':f 53' 
group, . consisting of 36 cases, have a percent@?!?'* 
Those in the third and fourth groups each have abdl$ 
age of about 65. All of these groups have a 

si$* of about 50 percent of being right by chance. 
seen that the second group has a mark whlcb 

There are 43 forecasts in the first group, and thase 
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?ificant*lY greater than this chance percentage, which 
Qdicates that Baur's forecasts have little or no value, 
nfter the first 5 days. 

of normal test Sorecasts nnd Baur  jorecasts \Comparison T%3 2 -  

1033 I 1034 

Normal - 
u 

E 
8 -_ 
3.5: 
4. 61 
1.24 
2.0. 
0 
0 
0 
4.7: 
2.0 
7.61 - 

- 

G 

z 
5 . u  
7. M 
1. s' 
5. M 
1.01 
D 
1.01 
7.3 
5. W 
3. o( 

@ 
- 

- 

Forecast 
-- 

I+ 
Y g $  
6 z  __ __ 
3.83 5.8  
4.60 7.C 
1.32 2.1 
3.42 5.0 

0 0  
1.00 1. c 
6.15 7. E 
3.77 5.4 
8.92 13. C 

1.00 1.a 

1035 
I " "  I ,  

I 1936 

Foro- 
cast 

5 2  
E E.g 
B 22 
Q .  
$ P I  
-_. 

77 45-54 
77 50 
62 46-54 
40 52 
. - 35-44 
100 4E-64 
83 65 
76 46-54 
65 66 
69 63 

Four-year s u m  
I I I I , ,  I 

I I I I l l  I 

All the preceding discussions compare the actual fore- 
casts to those based 011 chancc or on normal values. 
Persistence forecasts, based on the assumption that the 
weather during the forecast period will be the same as 
that in the previous period, due to the conservation of 
weather processes, in some cases give a much higher per- 
centage of verification than either chance or normal fore- 
casts. Since they do not require skill in their application, 
the test of a forecast method should include a comparison 
of results with those of persistence forecasts. It should 
be noted that from the practical point of view forecasts 
of change are often of thc greatest importance, and these 
cannot be made by persistence, whereas Baur's forecasts 
include both continuations and reversals of sign of 
departure. 

Only temperature and precipitation departure fore- 
casts were tested in this way, as these are the only types 
which can be made directly by persistence. 

Of the temperature departure forecasts, 27 were treated 
in the following way: A persistence forecast was made by 
saying that the sign of departure during the forecast 
period would be the same as that on tho day the forecast 
was issued. Such persistence forecasts attain a percen t- 
age verification of 69.4 percent, while the corresponding 
mark for Baur's forecasts is 70.5 percent. The difference 
of 1.1 ercent is not significant, either practically or sta- 

In  the case of precipitation, there were 20 forecasts of 
frequency departure which could be analyzed. In  this 
case the persistmce forecast was based on the assumption 
that the number of days of precipitation during the fore- 
cast period would be greater than normal if rain occurred 
on the last preceding day. Such forecasts received a 
mark of 57.0 percent compared with Baur's percentage of 
verification for the same 20 forecasts of 68.5 percent. 
Here, as previously, each forecast was graded according to 
the percentage of stations included which wero forecast 
correctly. Thus, although the stations .are not entirely 
independent, considerably more than 20 forecasts were 
graded, and Baur's grade is probably significantly better 
than the persistence verification for precipitation. 

tistical P y. 



A PRELIMINARY SUMMARY OF THE MULTANOVSKI SCHOOL OF LONG-RANGE 
WEATHER FORECASTING 

By I. I. SCHELL 

Introduction.-The Institute of Long-Range Weather 
Forecasts, after 1930 a division of the Central Weather 
Bureau of U. S. S. R., was established in 1912, at the 
Central Geophysical Observatory. B. P. Multanovski, 
head of the institute until his recent death, was entrusted 
with the work of carrying on investigations to promote the 
development of long-range forecasting . methods. To- 
gether with his associates he developed, m the course of 
many years, the methods which serve as the basis for 
forecasts. 

The first (1920) regular forecasts for 10 to 14 days to 
2 to months in advance which were issued were of an 
experimental nature. After 1932 they were issued in the 
same manner as the regular shortrrange forecasts. iThe fore- 
casts also extended for longer periods in advance. Under 
certain conditions they were issued for &s much as five 
months ahead. 

The time interval for which the forecast was generally 
issued was the period of time which marks the type of 
synoptic process involved and was termed a natural period 
or natural time interval as distinguished from a calendar 
time interval. Inasmuch as the development of a synop- 
tic process often varies with season and from year to year 
and in addition is a function of a number of synoptic 
factors, the time interval must necessarily vary too, and 
consequently the period of time for which the forecast is 
issued.’ 

Of the three available papers in which a partial exposi- 
tion of the principles and methods is attempted, that by 
Tichomirov (4) contains the briefest and will be followed 
here mainly. 

1. FACTS A N D  PRINCIPLES O F  FORECASTING 

The method, known best by the name of composite 
map method, differs from time-spare correlation long- 
range forecasting-methods and many others in that i t  is 
based on spopt ic  considerations. 

To get a slmple picture of the trajectories of pressure 
areas plotted on-aplap Multanovslri grouped them accord- 
ing to their ongin. He chose for his experiment the 
trajectories of the maxima. His reasoning was that the 
central part, of a maximum forms, at any rate as a first 
approximatlon, the nucleus of h g h  pressure and therefore, 
the trajectory of the maximum can be taken, as a first 
approximation, as the trajectory of the nucleus, in other 
words, the truject’ory of the a n  mass. 

In  grouping the trajectories according to their origin 
Multanovski obtained three groups, one directed from the 
west, the second from the northwest quadrant and the 

1 The terms lonprango calendar time interval and 1ong.rnnge natural time Interval 
require an explanation. In lonn-range wmther forecasting the period of time covered by 
tho forecast may be either n calendnr un i tweek ,  month, season, or year, or a natural 
time unit, 1. e., a time interval which is detorniinod from meteorological considerations 
whoselen th is governed by a particrllarsyno tic rows as re resented by nn individuai 
weather sifuation oracontinuousserlosof S~KersPtuations. fn  thelattercaseaphysical 
picture IS involved. 

In some instnncos the calendar time interval may approximate or equal the natural 
In certain regions India for oxnmple. where the wenther Is mainly determined by 

E t r  sen ~ll~nsoons, and hence whore the weather sit!intlon remnlns assentially sJmllnr 
for a long time or in regions where there is little variation in the weather, the distinction 
between calenhnr snd nstural period8 fs obliterated. 

. 

OD 
third from the northeast quadrant. He then set thege 

In examining the track of each individual m d o  

intrusion of maxima takes place along definite paths $ 
that the tracks are concentrated, for the most P8rt’d, 
definite zones. These concentrations were selected 
single average axis called a median or normal Was of 
termined for each. Thus there was obtained a sori5~ 
skeleton or fan representing average trajectories &lob of 
be regarded as the typical positions of the trficktrJj 
maxima. It also appeared that the axis with a nortbo$t 
component formed two distinct groups or fans, tb”,ff,a, 
of intersection of the axes of the first group, centerGre!r 
lying in the Arctic at 105’ W. 86’ N. (northwest Of.b0q5). 
land) and the other around Taimir (northwestern s1 
The axes of the first group represented maxima ent0#$ 
Europe from the northwest, and were called theti$k8 
polar type, while the other fan represented averag rtb’ 
of maxima moving into European Russia from the :i the 
east (in winter also from the east) and were nfim jb0 
ultra-polar type. The antic lcones arriving froZD ope, 

almost straight east, and their path was called the ,re 
normal. In  addition to the main Azores group of 
a few offshoots directed northeastward. The pOsltlOp ed 
axes over certain regions calls for a completely det e@ 
ty e of weather in corresponding regions. d $ !t was found that some of the axes are charaot$,$g 
great stabdity. The movement of anticyclones ertY 
single axis oftep contmues for a long time. This Pr$o~fi 
might be utilized in the comparison of seasons 
themselves according to the distribution of axes,,’: 
as for companson of each season with typical aSedev@ 
the latter instance we can determine the degree pf of 
tion from the normal. The change in directlonS&gB 
tra’ectory, or degree of deviation from normal,, Sefle 

separate maps. for 
ft period of many years he discovered that in gener d th; 

west, region of the Azores, fol 9 owed a rather nfino:&~fi 

de f! nite characteristic of a single season or penode 

itY 2. THE COMPOSITE MAP 
JleceSS 9 In the study of synoptic processes there is a 

of characterising a long-term process with a feNugO 
which will bring out its essential features. Tb&op 
mean pressure maps in the characterization of a roc$ 
process is helpful in the case of a fairly steady tYPi$j @g 
However, with rapidly moving areas of low ieg9$f pressure and sharp changes from day to da Jnefin:tbe’ 
maps fail to reveal the essential details o 9 the W -a 

individual days. 0 q: 
To gain an estimate of the distributions of pressyDt 0 of 

duripg certain developments, such as the movea, .GOdtbO 
maxmum dong a definite axis, the method Wfis 0J9 gd 
entering on a map with the aid of special SYabrflst, 
centers of areas of high and low pressuro aad@B 

accompanying the movement of the ma-‘@* 
developments-crests of high pressure,secondq IB ( 9 0  
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"* '*) The maps obtained in that way retain dl the 
detail5 of the life history of the pressure regions, and no 

ho\v long the period may be they reflect to a certain Tbnt the weather of every day. In  this respect they 
"@ ? distinct advantage . We get for example an accu- 

of cyclonic centers, and this shows that the Qul 
::dltlon? for the development of clyclonic activity in a 

were at hand; if in due course there were to 
1n this regon signs of partial minima and crests ? tugh Pressure it would serve as an indication that con- 

ltlonS would become un settled. The regions of accumu- 

en 

state of one or several fields will serve as an indication of 
the change in the orientation of the axis and. hence the 
termination of conditions favorable for the reallzatlon of a 
certain weather phenomenon; and conversely a deeuiation 
f rom the normal trajectory implies a change in the pressure 
jield. 

The construction of a composite map is of significance 
then for any well-defined process. The relationship be- 
tween the orientation of the process, in part between the 
movement of the maximum along a definite axis and state 
of pressure field on the composite maps is often utilized in 

COMPOSITE MAP FOR NORTH CAPE AXIS, SEGMENT n GIVES PRESSURE CENTERS 
ASSOCIATED W I T H  MOVEMENT OF MX ALONG ABOVE AXIS 

'%cy{f low or high pressure are called fields (cyclonic, 

de6~P found that when the process is oriented in a 
tak lnanner as, for example, when a depelopment 
Ph @' 'lac@ dong a certain axis, or when a certam weather 
G g a e n o n  occurs in a definite region, and in other dl$~p Cases, the centers are grouped into definitely 
t h ~ a  Uted.fields of higli and low pressure , Only when 
deb2d1t10n is observed can one figure on getting well car In  turn, when this selection is 

Ofulls Observed, the change which appears in the pressure 

it Onic, etc.). 

fields. 

1 5 1 6 k 4 0 2 7  

practice. Thus, according to Multanovski, the pressure 
fields and axes are closely connected with each other, and 
with the aid of the axes one can determine the distribu- 
tion of pressure fields and conversely a change in the 
orientation of the process can be determined from the 
distribution of pressure fields. This contention was shown 
by Aslrnazy to be true only in a very limited degree. 

Tho orientation of a process or phenomeqon corre- 
sponding to a certain prcssure distribution assoclated with 
it is established in part by enter+ on a map the SUC- 
cessive positions of centers of lug f and low pressure. 
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The composite maps are illustrated with the corresponding 
temperature, precipitation and wind distributions asso- 
ciated with a given process or phenomenon, so that the 
weather can be represented by them in detail. The con- 
clusion was drawn that a weather type can best be identi- 
fied by a combined composite map, kinematic and statis- 
tical, which is a map on which we trace the movement of 
anticyclones and on which are also entered the aggregate 
pressure distributions (centers.of m a m a ,  minima, ridges 
of high pressure, secondary mmma, troughs of low pres- 
sure) associated with the passage of the anticyclone in 
question. The trajectory of the anticyclone allows a 
determination, as a.first appro$mation, of the origin and 
extent of modification of the air mass; further details of 
the weather are obtained from the pressure distributions. 

The time interval which characterizes the weather type 
and during which the pressure centers continue to be 
situated in separate, closed-in regions forming definitely 
marked pressure fields is called the natural period time 
interval. This is the statistical criterion of a natural 
period. Kinematically expressed, there is no intersection 
of trajectories during such a period. A change in pres- 
sure sign within the confines of the pressure fields, i. e., 
when the appearance in the region occupied by centers of 
low pressure of areas of high pressure, and vice versa 
might serve as an indication of a change of axes, and 
hence of the arrival or beginning of a new period. 

Multanovski’s investigations showed that an “opera- 
tion” along any definite axis continues for 10 to 12 days, 
the so-called “natural” synoptic period. Hence 2 to 3 
days after the beginning of the new period, as soon as the 
orientation of the process becomes apparent, it is possible 
to determine the weather for the next 7 to 10 days. The 
orientation of the process becomes apparent from the 
initial direction of the trajectory of the anticyclone and 
from the composite map of the pressure distributions 
associated with the anticyclone during the time interval 
marking its initial stage of travel. Because of the close 
connection which exists beFween the axis of an anticyclone 
and the pressure distnbutions associated with it the sub- 
sequent development of the synoptic map and hence the 
actual weather type can be determined. For if we find 
that a composite map covering a certain period of time 
is very similar to the composite map for a given process 
or phenomenon, we can then say that this map contains 
the basic features of the indicated phenomenon. If the 
phenomenon is peculiar to a definite place or region then, 
without doubt, in many cases it will not attain its fullest 
development, though it will occupy, with its pressure dis- 
tribution, a definite area. 

Multanovski’s experience seems to have been that cer- 
tain phenomena or processes in U. S. S. R. materialize 
within a period not nexceeding 30 to 35 days after the 
appearance of certain significant developments. Jn other 
words the orientation of a process can in some cases be 
established earlier. In  general i t  was concluded that 
indications of future pressure distributions appear on 
preceding maps and that we can get an idea of the presence 
of a maximum number of such mdications by the con- 
struction of composite maps. 

Foilowing through the development of a large atmos- 
pheric disturbance in U. S. S. R. one con select a number of 
phases which precede the occurrence of such a disturb- 
ance and also some of the stages. which lead to the reestab- 
lishment of the disturbed equilibrium. This should be 
true also of extended processes. It was observed that in 
the occurrence of any typical phenomenon, preceded by a 
whole series of changes leading to the phenomenon, there 

is often observed 30 to 35 days previously, some chaagS 
a sort of ((flaring up” of a new process. Witbnro,p 
indicated time interval one can distinguish fLpp. s 
mately five more “moments.” The pressure distrlb$$& 
corresponding to these “moments” represent the rOcO$ 
steps in the phases of the development of a certain p e 4 0 ~  
which culminates in the investigated weather phenoln de@@ or leads to a development along an axis having a 
direction. is 

The determination of phases for various phenome%t+ 
made d a c u l t  to a large extent by reason of the fact IS! 
once .a. phenomenon characterizes a given season, thattbO 
conditiqns during a certain season are favorable for $0 
reahzation of t h s  phenomenon, then the latter batrdI* 
tendency to repeat itself more than once. qat tb0 
narily happens is that during thk development faad 
process there appears a new threat of the same eVeneb,soa, 
hence, there is noted a new series. Thus, during a SpJatUr- 
a given event may repeat itself six to eight times. 
ally here too exists a definite regularity. Neverthelass @Or0 
such combinations make the investigations much 
difficult. In  !he future, investigations of this sort &at 
become matenally facilitated by the circumstance by 
in the realization of phases a part must be PF$$P5 
coupled centers of action and definite natural corn 
of axes. At the present it is already clear that is a 
cannot be a large number of phases, even if there tb0 
30 to 35 day interval between the “threats” aDdctioP 
event itself, because the changes in the centers Of &bas0 
cannot proceed at  a very fast rate. $0 
ranges from 6 to 15 days. 
four to five phases to a period of 30 to 35 days. 

The length of a 
On the average there 

3. FORECASTING FOR SEASONS 
rs 

One pf the fundamental principles of forecasting rot 
period is that, knowing the direction of the segfl@ tbO 
trajectories of the significant pressure points durulg@rO 
period, one can, .in principle, give the weather char’ 
istics of this period. 

It was noted that the composite maps for a perio 
sent a rather simple distribution of pressure fora? 
and in this respect they closely resemble maps 
and separate weather henomena. 

sirmlar fashon would not, because of a large nu@ lep 
centers of opposite sign lying close to each o t~$f iPJa  
itself to a simple division of fields and hence tors’ 
characterization of the distribution of pressure to 
Accordingly the ordinary centers are joined, ~ @ ’ ~ ~ ~ i  flpd 
centers, of the same sign, which lie near one anotb sopfiJ 
which are part of a natural time interval. The Se8tl@ 
maps appear to be much more complicated since z:bi$i 
are reflected the developments along the entire ,,fi tv tion of seasonal axes, the occurring weather Fhenof D i p  
characterizin the season as well as the first s1Ps 
operations c aracteristic of the coming season’ 
account of this the pressure fields occupy a mucb to of 
area on seasonal maps and are distributed clos~eDter~ 
other than on the maps of the periods. If the direG” 
maxima and minima were to be carried ove~Se&$~ 
from the composite maps for the periods onto th bt fi Id 
maps, pressure fields of both signs would no $0. 
have been obtained but the dividing line or kl”& 
also have been filled with signs of both kinds, D@ 
analps  of such a zone considerably more d1ficult&@$i 

A Season consists of natural penods which $!!id6 
tenzed by definite operations. 

d 
0’ 

f Pbas 
* a  

However,. a seasona 7 composite map constructetzj  

&&‘ 
fl 5fie*c1’ 

I n  order to 
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5““ Or.SeaSon into periods it is necessary to enter on a map, 
@?ng with a certain date, the centers of pressure 

f?@atlOns up to the time the pressure fields change their 
From the moment when, for example, an anti- 

cyclOniC symbol appears on the cyclonic field, or the 
the period shall be reg arded as finished, and a new 

One lS at the same time begun. Having established the l””d Of a Period and obtained a composite map thereof, the 
completed in the same manner by entering the 

g days of the period and thus its initial day is 
pbtained. In  practice such a division offers a convenience 
In that gben a pair of initial days, one can indicate the 
i$F-&stribution of pressure areas which will hold till 

end of the period. 
a The season itself is determined by the predominanFe Of 

cer!a19 axis which serves as its dynamic characteristic 
dls!Qguishes it from other seasons. One can say that 

the beginning of ea ch season is determined on the basis of :$@ ComPletely developed characteristic seasonal process 
.Ch later may repeat itself several times during the 

A curious property of the season PeQod ln 
to be a constancy of certain areas of maxima and 

the‘Qa forethe entire interval corresponding to it on all 
This allows a determination of the 

‘eather types. 
Preparation of forecasts for seasons the procedure 

coQ to that used in shorter periods is followed. Given 
Pr maps for a set of adjacent seasons the state of 
t h F e  fields of the season just ended is compared with 
the One which preceded it. First are noted regions where 
of t p u r e  has assumed the reverse sign! an indication 
th e of one season and the ending of another; 
%@‘ the regions where the pressure sign has not suffered  located and finally the regions where the 

enced smaller changes, for example where 
a;$Q?abecome supp lemented with ridges of high pressure 
Q ~ Q  QmU with partial minima, or the reverse, are deter- 
?8td* In this way a map of tendencies is obtained. 

“nsldered are the displacements of pressure fields ‘in the Preceding season itself. 
$1 the customarily encountered changes in 

“@ State of pressure with special symbols and applyin 
:he ‘atter to the case under consideration a eographica 

hicharacter of these changes is obtained. Such a com- 
c h a p  .enables one to establish in wluch direction the 
@%r? .Pressure conditions takes place, and thus, by 
‘Qh $;lat1ng, the composite map of the coming season 

%rk anOV~lu also states that the extrapolation is mede 
edly easier and endowed with a larger probability, 

Plac?’’y for the districts where a change in sign takes 
h P i ~ ’  lf both halves of the just ended season are worked 

an “ahgous manner.2 This would lead one to pre- 
‘?&that there are two main periods to a season. By 
%hl“llg the distribution of pressure areas on the sea- 

one can select from the atlas of composite maps 
Of texpected location of the typical axis. By making use 
‘%?Perature, wind, and other characteristics of typical 

obtain a whole set of details which have . Illtorest. Analogously, from the similarity of 
‘P@c$Fure distribution on the composite map during 

and seasonal situations one can determine the 

of &e comparison the extrapolated map is 

Pl‘ece&n 

question. 

CoQPosite maps. 
.In 

7 
tttrlbutioQ of the change s in the pressure fie P d as well as 

hut Constructed. 

$her types , c h aracteristic of the season and districts 2 they occur 
th ?hn- 

usually found to contain two or three separate types of 
weather. In order to bring about the division of the com- 
posite map into natural periods it is necessary to establish 
whether all the pressure regions which appear on the map 
can exist simultaneously, and if not, to select those situa- 
tions which are common to one another and are coexistent. 

Although it is lcnown that there usually exist two or 
three types it is not possible yet, unfortunately, to estab- 
lish the order of sequence of the types. Therefore, in 
making the forecast for a season it can only be indicated 
that the season will be characterized by the presence of 
such and such weather types without indicating the exact 
time of their realization. This is obtained later when 
forecasts for natural periods of time are issued. 

An attempt is also made to establish the time interval 
during which a particular development takes place for 
those cases where a similarity exists between the compos- 
ite map of a season and that of a phenomenon. Know- 
ing that during a certain season such and such a phenom- 
enon may occur it is often possible to find the sequence of 
operations along different axes over a period of nearly a 
month. Another means of determining the sequence of 
seasonal processes is the method of analogous cases. It 
is pointed out however that there are very few strictly 
analogous cases so that the application of this principle is 
limited. This method of analogous cases has been found 
to be most useful in case of air masses arriving in the 
U. S. S. R. from the northeast. 

4. CLASSIFICATION O F  METHODS 

The methods used in preparation of forecasts can be 
classified as follows: 

1. Method of analogous cascs.-Two or more statistical 
composite maps can be regarded as analogous if when 
properly constructed they should prove to be kinemati- 
cally analogous. This method is used but seldom. 

2. Extrapolation of dominating processes from one com- 
posite map to another which gives the trajectories and 
positions of regions of maxima and minima. This is made 
on the basis that the process under investigation is often 
conditioned by a set of long lasting, almost constantly 
directed, currents in the atmosphere. 

3. The application of phases.-For, as was found, a 
synoptic period appenrs very often as a phase of one or 
several processes which will occur in the near future. 
The phase method is considered one of the best. For, 
knowing the structure of the composite map and conse- 
quently the nature of the processes corresponding to the 
following phases, one can often indicate, quite accurately, 
the general character of barometric processes for the 
following period and sometimes also for the period follow- 
ing it. 

4. A known set of empirically obtained relationships 
between processes of two consecutive seasons. 

A systematic verification of the forecasts was made in 
1931 by G. Wangenhein who examined 178 long-range 
forecasts issued during 1928-30. It appeared that the 
forecasts covering natural periods of time gave an 
89 percent verification for precipitation, 75 percent for 
temperature and 67 percent for the combination of the 
two. He also found that “forced” forecasts, i. e.., not.for 
natural time intervals gave a much lower verfication. 
Since 178 forecasts were issued over a period of 3 ye&m 1t 
would appear that Wangenhein v e d e d  the relatively 
short-range forecasts. The seasonal forecasts were V m -  
fied by Aslrnazy indirectly, by comparing the fOrecasted 
number of pressure centers of either sign with the mmber 
obtainable from chance distribution. The highest value 
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which Asknazy obtained was for the winter season, 56.5 
percent. 

6. CONCLUSIONS 

Asknazy’s critical study shows that-many of the basic 
principles which underlie Multanovski’s method of fore- 
casting, at least for period? of over 2 weeks, are either 
faulty or are capable of providmg but a very weak founda- 
tion for the forecasts. As examples of these principles 
may be cited the crude definition of weather types by 
means of composite maps, the absence of an orderly 
sequence in the .movement of anticyclqnes along the 
various axes, the mdefinitpess of phases m. the develop- 
ment of a particular synoptic process and the lndefiniteness 
of the indications preceding it. On the other hand, the 

D0Dt 

of synoptic processes, the consideration of ana eather 
recognition of a natural time interval in the develop logo~s 

cases, the use of a recorded and carefully classified zriODce 
history,3 all this coupled with the extensive eW 
gained by Multanovski in the course of many yeam oodd 
indicate. that somewhat better than chance forecasts t i o ~  
be obtamed. 
by Asknazy of the composite maps on which seaso$ 
forecasts .were based (and not of the forecasts thems0’‘ It 
shows this to be true only in a very limited degreeart$ 
would appear from Wangenheim’s study that for ?:t0r. 
periods up to 2 weeks the forecasts are considerabb’ described 

The independent and indirect verfioa 

* These factors also play an important role in Baur’s method of forecastfig! 
elsowhere in this volume. 

GENERAL REMARKS ON MULTANOVSKI’S METHOD OF FORECASTING 
By H. C. WILLETT 

The methods of the Russian school of long-range 
weather forecasting, as developed by Multanovski and 
his associates and the essential features 0.f. which are 
outlined above, are open to a number of cnticisms. Of 
course, it must be remembered that synoptic methods of 
weather forecasting inevitably must be shaped more or 
less specifically for the region in which they are to be 
applied. Consequently one must always be .careful in 
criticking such methods as applied to one region on the 
basis of experience in another region. Nevertheless, in 
the light of general synoptic practice and experience, the 
following remarks on Multanovski’s methods would seem 
to be much to the point: 

(1) The lack of any clear definition of the prevailing 
weather types or synoptic conditions by the composite 
maps. It is obvious from the irregularity of atmospheric 
phenomena that the composite map must become more 
complex, so that the regions ln whwh only high or only 
low pressure centers shall have occyrred must become 
continually smaller the longer the period which is covered. 
This appears in the recognition by Multanovski that sea- 
sonal composite maps are much more complex than those 
covering only one “natural” penod. But even a simple 
composite map, one which covers a comparatively short 
period in which the distribution and movement of the 
various pressure centers changes but little, can give only 
an inadequate picture of the distribution of the meteor- 
ological elements. We can get widely v a e g  meteoro- 
logical conditiqns over extensive regions with almost the 
same distribution of surface pressure centers. Especially 
is the distribution of rainfall difficult to determine with 
any accuracy from a consideration only of location and 
movement of the various pressure centers at the ground. 

(2) The diAticulty of distinguishing clearly between 
weather types, Or of terminating definitely the natural 
period characterized by one weather type. This whole 
concept of definite weather types and corresponding 
periods is one which is quite subjective and arbitrary, 
especially when only surface pressure formations, and the 
lesser migratory as well as fhe larger semipermanent 
centers of action, are mcluded m the picture. I t  may be 
possible to characterize to. some degree !arge scale weather 
types on the basis of location and mtensity of the principal 
centers of action, but It IS impracticable to try to refine 
this sort of representation to the extent which Multanovski 
does. 

(3) The occurrence of preliminary “phase” character- 
istics preceding the appeafance of specific meteorological 
phenomena in definite regions. The most impractical of 
any of the features of Multanovsld’s forecast methods is 

id&@’ doubtless that by which he claims to be able t? oOrto$ 
characteristic formations in the pressure field, 
regions, features which make their appearance frz$& 
to 35 days before the development of certaln imp 
weather phenomena in other regions, and which :::$@0. 
repeat themselves four or five times in the m erjenco 
This principle is so contrary to all synoptic e@ 040D 
that it can only be explained as a subjective pheDoflapoD 
dependent entirely on favorable individual int0rPrBt 
of the preceding and subsequent events. The 

(4) Indefiniteness of forecasts and verifications, a f0d 
actual forecasts, for periods from a few days to t0r the .  months ahead, depend upon the persistence or reglo$ 
mination and change of the weather type in each 
on the extrapolation of the movement of the 
which a given type prevails, and upon those pbfise O]OP’ 
acteristics which are supposed to presage the devlt 
ment of certain phenomena in definite regions. such B 
scarcely to be expected that forecasts prepared o&ecas@ 
basis could be very successful, Yet for 178 ifiW 
issued between 1928 and 1930 there is claimed a vOf for 
tion of 89 percent for precipitation and 75 .p@GOPh@’ 
temperature forecasts. The reason for the hlghili$ @; 
tion is to be found in the wide limits included ?‘ a ~ ~ O ~ O o  
temperature forecasts, and the latitude which IS &at 
in the verification of precipitation. It is certfilDrecj,b1f 
rigid check of these forecasts would give 8PP 
poorer results than those quoted above. 
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By LARRY F. PAGE 

Q1 1910 and 1920 several investigators, including 
thQ’ton,.~ctowski, Helland-Hansen and Nansen studied 
&48dB1a!10n between measurements of the solar constant 
thbt :tnOus weather factors Although Clayton found 

relations were different for different stations 
seasOns, he was led to believe that “the fluctuations 

(of temperature a t  Buenos Aires) from mean qonditions 
* * * may depend principally upon the variability of 
the sun.” 

The first weather forecasts directly associated with the 
work of the Astrophysical Observatory were made experi- 
mentally by Clayton beginning in the fall of 1923, on the 
basis of solar-constant measurements. Forecasts were 
made 3, 4, 5, and 27 da s in advance, but only the first 

More general weekly and monthly forecasts were later 
made. This phase was discontinued as part of the Smith- 
sonian pro ram at  the end of 1925. 

eriodicities in the solar constant. These were used for 
Forecasting the subsequent variation of the solar constant, 
but not publicly, a t  least, for weather forecastin 

ther connection between solar radiation and weather was 
studied in the “patterns” of weather following certain 
solar changes. These two phases of the work are dis- 
cussed in the third part of this report.’ 

Throughout the years since 1900 increasing accuracy 
has been attainod in mensurements of the solar constant. 
Before the Astroph sical Observatory entered the field it 

between 1.5 and 4.0 calories per square centimeter per 
minute, The most recent ublished results limit the 

resourcefulness and patience against great odds. The 
first two parts of the following report deal with the 
accuracy of these measurements. 

three indicated any rea r foreknowledge of the weather. 

Especial 7 y during the late twenties, studies were made of 

similar periodicities were claimed in weather (F ata Fur- 

was known only t lili a t  the-mean radiation probably lay 

range to 1.93 to 1.95, a qotab f e achievement of ingenuity, 

1 Some of the conclusions ma be compared with those obtained by M. M. P m j w  
(Q J R M. 8 64-469470 1836) , i n an entirely independent investigation. (Reply to 
thd aio& by Abbdt was puhished in Q. J. R. M. E., 66:216238 (1939). 
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I. METHOD O F  DERIVATION O F  SOLAR CONSTANT 

The solar constant is the energy from the sun that would 
reach a square centimeter of area normal to it at the earth’s 
mean distance from it in each minute if there were no 
atmosphere. It is a measure of the rate a t  which heat is 
given off by the sun. The amount of heat received by a 
small area can be measured directly by means of a pyrheli- 
ometer, but as the measurements are necessarily taken 
through a portion of the atmosphere, they do not represent 
the whole amount of heat given off by the sun that reaches 
the outside of the atmosphere. The correction for loss of 
heat by absorption and scattering in the atmosphere pre- 
sents the great problem in deriving. a solar constant. 
There are two methods used for makmg this correction, 
the “long” and the “short” methods. 

A. THE LONG METHOD 

The long method requires observations of the solar in- 
tensity of each wave length of radiation a t  several effective 
thicknesses of atmosphere. The intensity of each wave 
length outside the atmosphere is extrapolated from these 
observations. The method takes about 234 hours, and 
assumes that the atmosphere remains uniform over this 
period of time. The long method requires two observing 
instruments, the pyrheliometer and the spectrobolometer. 
The pyrheliometer measures the total radiation reaching 
the instrument, and the spectrobolometer determines the 
relative energy in each wave length. 

B. THE SHORT METHOD 

In  the short method the atmospheric depletion of the 
solar radiation of each wave length is estimated from a 
determination of the brightness of the sky near the sun, 
and from the amount of water vapor in the air. The 
method is secondary in that the determination of atmo- 
spheric opacit is not absolute, but depends upon a com- 
paEison with t K e average results of a large number of days 

eP&’ of long-method observation. The short-method obsa 
tions can be completed in 10 minutes, and so are re1atlv 
independent of atmospheric changes. 

The short method requires three observing instrU$$; 
The pyrheliometer is used as before to get the total 
sity of radiation at the surface of the earth. The a$$# 
of water vapor is determined from the area of a 
vapor absorption band as determined by the spectrob$ 
lometor. 
measured by use of a pyranometer. 

The brightness of the sky near the SdD 

11. INSTRUMENTAL AND OBSERVATIONAL  ERROR^ 
t w  

An attempt will be made to give an account Of@$ 
possible sources of error in the instruments and In re$?s~ 
them, and to give an estimate of the magnitude of sfLtls- 
errors. Such estimates are not expected to beeas but 
factory as estimates based on comparative readmgs!tud8 
they will be useful in showing what order of mago‘tiv8 
of errors is to be reasonably expected. OdY iD 
errors will be considered, as we are interested only 
changes of the solar constant. 

A. PYRHELIOMETER 

11 black. The pyrheliometer consists essentially of a sma 
ened silver disk in contact with a mercury therDora 
The disk is exposed to the sun’s rays for a short tirn;efid. 
the rate of rise of its temperature is determined by The 
ing the thermometer at  definite time intervals* te d 
rate of rise of temperature is proportional to the ra D t 1 ~  
which the surface receives heat. The disk is sUf@’&@ 
insulated so that it receives appreciable heat On1{ 9 4 ’  
the radiation of the sun and the sky immed1ateYeDd 
rounding it. It is fortunate that this is the funda?& to 
instrument used, for its simplicity makes it pOSsl 
evaluate almost all possible errors. is as 

1. Cooling correction.-The method of observing tru’ 
follows: The outside cover is removed from the$&* 
ment. Twenty seconds later the temperature l ’1  1: 
After 100 seconds it is read again, as T2. The sllut~&r 
then opened, exposing the disk to the sun’s rays. 9ds 
20 seconds the temperature T3 is read and 100 SecOaDd 
later the temperature T4. The shutter is now closedlfihOf 
after 20 seconds T6 is read. One hundred seconds &Dd 
TB is read. The temperature differences 5!’CT6 loses 
Tr-7’1 give a measure of the rate a t  which the dlskThig 
heat before and after the exposure to the sU;it of thi 
average is taken as the average rate of loss of h 
disk during the time it was exposed to the sun. 
corrected temperature rise for 100 seconds 1s (T4’ dfilid T8) 
(Ts-TA)+(T1-T2).  0 The question arises as to bo“ 

Y 

(T~-T~)+(T~-*, is. 
2 

this temperature correction, 



A fun Tough plot of the temperature of the silver disk as a 
Ctlon of time during an observation is given in figure 1. 

bThe loss of heat of the disk by radiation will be nearly 
!$arly related to its temperature so long as its tempera- 
Gsdoes not differ materially from that of its surround- 
be The best cooling correction to apply, then,. wpuld 

to its rate of cooling when It .IS a t  the 
midway between T3 and T4, that is, at  

pa, T,S-T 
tn y4* The cooling correction used corresponds 

One 

-” “me lower temperature T,, determined by 

A . That this temperature is lower is 
5~- T,+ T,+ T~ 

nl. . 
“U 

fro; the graph, figure 1, drawn from real data 

(~01, ;t has made a study of the effect of this, and states 
alQostJ P a  73) that every result’ would be increased b y  
fop exactly 1 percent if the correct method of allowmg 
!h were used. As relative values only are wanted, 

Qore convenient cooling correction is used. Accord- $ to the results of Abbot’s tests, then, no relative error 

Silv Telnperature correction.-The heat capacity of the 
al~: disk changes with temperature, so that the same 
t unt of heat applied to the disk will produce differing 
{ P e r  atwe rises depending on its initial temperature. 

area of the diaphragm that limits the cross section 2 the hitting the disk necessarily varies in size with 
thQperature, due to thermal expansion. The bore of the 
4%On1eter stem will also vary with temperature, as 
to tlhe radiation emitted by the &Jt through the opening 
%&:%’- The combination of these temperature effects 
t h e  necessary to apply a correction for the tempera- 
3 Of the instrument. The correction is given (in vol. 
or$ 51) as.0.0011 (T--30’) R. This is a correction of 
COQ per degree centigrade, and is determined by 
It Panson of instruments of different temperatures. 
a$@Qs to me that this figure must be more or less inexact 
fhztaldY can not be exact beyond the given significant 

Therefore we can assume a probable error.of at 
east 0’005 Percent per degree centigrade due to thls, an 

:‘Or u’hich is systematic with the temperature. A yearly 
:‘Perature variation of 20’ C. would produce a probable 
t$?‘lon of only 0.1 percent due to the uncertamty of 

tt* tin%~mity of calibration of thermometer scale.-The 
oa?30m@ters used are marked with equal divisions to 
wthc’ the stem and then calibrated by comparison 

The absolute values are not important, ttt the uniformity of calibration is. We can assume that 

di& sur ace of silver disk.-There is little about a silver 
tllQe.pyrl@hneter to Cause it to change its reading with 
dgte The essential constants of an instrument that 
%t%me Its reading are: The size of the diaphragm ad- 

‘ng !he beam of sunlight, the nature of the surface ’:$? dlslc, the mass of the disk, the thermal connection te the disk and the thermometer, and the scale of 
‘ $ P r e  of the thermometer. Barring major ac- 
t$@ ’ of the above elements will remain constant in Pk, @$pt Perhaps the nature of the surface of the silver 

8o should be nearly perfectly absorbing and 

va?d2’ o? made omitting the name of the publication are to Annals of the Astro- 
@; $ ~ . v ~ , t ~ ~ ~ ~  Srnithsonian Institution. Dntes are ns follows: Vol. 1, 1900; 

(”‘* 3, p. 51).1 
Abb 

14troduced 2. here. 

Correction. 

a Standard. 

theraolaeters are calibrated all right. 

Ph b--- %ren 

; VOl. 4, 1922; vol. 5, 1932. 

The surfaces are prepared by painting with lampblack 
suspended in shellac. References made to occasions when 
a complete cleaning and reblackening was tried are as 
follows: Volume 2, page 76: Pyrheliometer IV, after 6 
months occasional use, was cleaned (of dust) and resmoked, 
and read 0.7 percent higher. Volume 3, page 51: A 
copper disk several times cleaned and reblackened, 
“shows no evidence of changes as great as 1 percent.” 
Volume 5, page 134: Reinsertion of thermometer and 
reblackening of silver disk gave 0.92 percent lower reading 
to S. I. 17. If it were not for dust, a surface once put on 
probably would not change much, say less than 0.1 per- 
cent. But as Abbot says, volume 2, page 76: “Despite 
all care which can be taken, dust collects on the smoked 
surfaces and in time diminishes their absorbing power.’’ 

0 120 240 360 
TIME I N  SECONDS 

FIGURE 1.-Approximate variation 01 tcmpersture 01 silver disk with time. 

References to the effects of removal of dust are numer- 
ous. Volume 2, page 76: Pyrheliometer 11, having been 
unfortunately left open in the laboratory in the winter 
months, was freed from dust by vigorous blowing (Sep- 
tember 9, 1906), and found to read 1.4 percent higher. 
At Mount hllontezuma (vol. 5, p. SS), the pyrheliometers 
in daily use were discovered to be dusty on April 24, 1924. 
The dust was removed and a 2.8 percent rise in readings 
was noted. After this, observers were warned to be care- 
ful to close the shutters of their instruments and to  brush 
off the silver disks with fine camel’s hair brushes occasion- 
ally, and to make frequent comparisons with the standards 
held in reserve. “Whenever appreciable corrections for 
dust seemed indicated, which fortunately was rarely, 
they were made as accurately as possible.” 

At Table Mountain (vol. 5, p. 139) dust was rcmoved 
from S. I. 32 after May 31, 1927, giving about a 1.9 
percent rise. Removal of dust from A. P. 0. 10 gave 
about a 0.5 percent rise in readings. These were dusted 
frequently since then. 

I t  is probable that except for the noted dust corrections, 
the changes due to dust are small. Frequent comparisons 
with carefully preserved standards indicate this. Thus, 
table 20, volume 5, pago’ 134, shows the comparisons of 
the standard with one of the pyrheliometers in daily use 
a t  Montexuma from 1919 to 1930. (The years when 
dust accumulated, December 1922 to March 1924, had 
no comparisons, as the director, Aldrich, did not know 
of the presence of the standard instrument.) The stand- 
ard deviation of 32 average ratios of the regularly used 
instrument to the standard is only 0.214 percent, indicat- 
ing that large changes did not ordinaril take place. 

has a “vestibule” which limits the area of the sky ob- 
served by the instrument, The beam of sunlight is limited 
to an area less than that of the silver disk, but each po?nt 
of the silver disk can “see” or receive light from + region 
of the sky about the sun. Figure 2 illustrates thu. 

5 .  Effect of region of sky observed- $ he pyrheliometer 
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Thus the pyrheliometer reads high by the amount of 
radiation that the sky scatters in its direction. If the 
scattering power, or haziness of the atmosphere were 
constant, the readings of the pyrheliometer would still 
be proportional to intensity of the sun for a given zenith 
distance of the sun. But the haziness varies between 
wide limits, and readings of the pyrheliometer on days of 
different haziness are not comparable if the scattered 
radiation from the sky is appreciable. 

Abbot has several times tried to show that the effect 
of the sky light was negligible. In  volume 3, page 51, 
he says: “As to the effect of variations of the light of the 
sky, it might seem that since the pyrheliometer is exposed 
to SOo of solid angle, of which the sun occupies only about 
0.2O, the sky light might be quite considerable. To test 
this question a screen which limited the solid angle to 5’ 
was fixed to one instrument, and another instrument 
with the usual arrangements was compared with it at 
Washington. No alteration of the relative readings due 

FIQUBE 2.-Region of sky observed by pyrheliometer. 

to the use of the screen could be found on a very clear 
day. On another day, less clear, a change of readings of 
about 0.5 percent was found. On a very poor day the 
effect may reach 1 or even 2 percent. On Mount Wilson 
the sky is so clear that its effect would be negligible.” 

Referring to these tests in volume 5,  page 82, he says: 
“At the time these tests were made we did not expect to 
observe the solar constant on such hazy days as those 
sometimes employed at Harqua Hala, nor did we regard 
errors of 0.5 percent as important, so that the results 
seemed to be fully reassuring that the sky error is neg- 
ligible.” 

New tests were made. At Harqua Hala two instru- 
ments were compared, one with the usual 0.0046 hemi- 
sphere of the sky exposed.and the other with a special 
vestibule of 0.00027 hemisphere. The day chosen, 
February 4, 1925, was noted as “extremely hazy, SO 
much so as to be exceptional.” From the comparison it 
was shown that the reduction of 0.0046 to 0.00027 hemi- 
spheres diminished the readin 2.44 percent. 

a comparison was made between two pyrheliometers, both 
when one of them had the 0.0046 hemisphere aperture 
and when it had only a 0.00054 hemisphere a erture. A 
difference of only 0.2 percent was noted. I %ave calcu- 
lated the probable error of this difference to be 0.14 per- 

At Montezuma, on a “very % azy day,” March 24, 1925, 

Go. 
cent, assuming the probable error of a single PYFhe d 
meter reading is 0.3 percent. Abbot says: “It 1s ,adee teaills 
possible that a small sky error, amounting to a few 
of 1 percent, may affect Montezuma pyrheliometfi 
very hazy days. * * * The system of correctipP9 
which the statistical studies had k e d  must tend to ella3’ 
inate the errors, if any, due to sky effect.” tezua’’ The vestibules of the pyrheliometers at Mo? 
were unchanged, while those a t  Table Mount?flbere?. 
changed to give an effective sky area of 0.0004 hemfiPbegv 
The new pyrheliometers (1930) expose 0.0013 
spheres. W‘ 

In  volume 5, page 84, Abbot attempts to show. $e8 
some results of h&rom that the skv effect is neg!%,@ 
i n  strom measvrgd the total sky rttdiation to ana ”’ 

supe;  
radl5rfi a b 7 ackened strip at noon and before and after 

The blackened strip, being a perfect radiator, 
energy to the sky at all times, depending only 
temperature. The sky radiates back energy Corresp&@ 
ing to its .temperature, but being effectively coldert 1059 
the strip, it radiates much less, so that there is a ’:hered 
of heat of the strip a t  night. During the day sca ligll’ 
sunlight also tends to heat the strip, and a t  noon ” 0.07 
gain of heat of the strip was noticed, amounting t$ire6b 
calories per square centimeter per minute. 
sun’s rays were shaded.) Abbot takes this differeq to 
scattered solar radiation minus radiation by the Sty$d 
calculate the sky effect. The sky effect so .C$$;III 
comes out to be 0.005 calories per square cent@ 
minute or 0.25 percent in an ordinary pyrhe!lo$oD;i 
This rocedure is entirely erroneous, as the rad1aaDd,6b 

entirely independent of the nature of the sky to ‘$tb 
it radiates. Furthermore, its variation of radiatio:aturO 
temperature is already taken care of in the te5?flere@ 
correction of the pyrheliometer. Taking the Doon 
between the net ra iation of the sky at night an t ies  p:; 
as measured by fngstrom, which is 0.27 ca Icul&uk 
square centimeter per mmute, the same ca 
reveals the sky effect to be 0.02 calories per square stfiDt 
meter per minute or 1 percent of the solar con tbO 
This estimate is a little low because the region 
sun, which scatters most li ht, is shielded bY 
shade. However this may Q e compensated by @%efl 
that the observations of An strijm were taken on ’ ~ o @ ’  

925) @$ Bassour in Algeria. 
Doimo (Monthly Weather Review 63, 519 (1 ts thof 

vol. 5, p. 84) shows from photometric measurepe:efie 
on clear days a t  high altitudes the apparent lac ~d for? 
solar brightness by visible sky rays entering the t 10:~ of silver disk yrheliometer (used a t  Montezum’f;r $er 
radiation of all wave lengths, the effect would be 
ab1 less, but not negligible. 

grazier, Masek, and Guilhen (Comptes Rendu~aPef’ 
644 (1934)) compare two pyrheliometers of dlffer0tet;$ 
tur? and find that there is a systematic difference sd, e,, 
their readings, depending on the atmospheric tr:Tng 
coefficient, which is a measure of the sky scattOscattatfo 
the-less transparent the sky, the greater is. th,80f the 
of k h t  by the sky.) The ratio of the reading ,be;$g 
Pyrheliometers. was found to be 0.822+0.13 
!he atmosphenc transmission coefficient. $belr 
mdicate that there is a sky effect. 

(The 

the siver ! disk depends only on its temperature, 

hazy day” a t  an altitude o f only 1,300 meters on 

till 1930) IS a E out 1% percent. He states thatjcoDsl 

j991 
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It is Possible to calculate from some of Abbot’s own The last line gives the ratio of the effect of each zone 
”Ork what the magnitude of the sky effect will be. In  to the total solar intensity, and is a measure of the “sky 
lu 3, Page 145, Abbot gives an account of measure- effect” for that zone. These are plotted in the lower Gts Of the sky brightness near the sun, made on Mount curve on figure 3 and extrapolated to the edge of the sun. 

tneY on a da of ((sky of highest excellence.” Copy- The extrapolation gives 0.58 percent in the zone up 
‘ne Part Of his tabe  51, page 147, we have: to 1.5’ from the sun. Adding this to the intensity from 

4 6 
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=1.4 percent, as the sky effect for a pyrheliometer whwh 
views 0.0046 hemispheres, as those used at Calama do. 
When the tests of sky effect mentioned above were made 
at, Calama, the difference between two vestlbules of 
0.0046 and 0.00054 hemisphere exposure was found to be 

’ \ M 9 0  
Upper curve=Mount Wilson results (sun’s altitude -24’10’) 

Lowercurve= Mount Whitney results (excellent s k y )  

Area under curve gives percent sky  efjecr 
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0.00054 hemisphere the results a t  Mount Whitney indicate 
that a sky effect of about 0.7 percent, or one-half of the 
total sky effect a t  0.0046 hemispheres aperture, still 
exists. Thus the experiment at Calama only measured 
one-half of the total sky effe.ct,.and the probable error 
is sufEiciently large that possib~ht of a sky effect of 1 

should be comparable to those at.Montezuma, as Mount 
Whitney is about 15,000 feet high and Montezuma is 
9,000 feet. 

Similar tests were made by Abbot at Mount Wilson, 
reported in the Astrophysical Journal, 28, 129 (1914). 
The results are shown in the upper curve of figure 3. 
They give a sky effect of 4.3 percent for the usual pyrhelio- 
meter. These results were taken at  a solar altitude of 
24’ lo’, and the indications are that they would be re- 
duced by a factor of 3 a t  an altitude of 65’ of the sun, 
that is, to 1.43 percent. 

Calculations from kigstrom’s results, the results of 
Dorno, and calculations from Abbot’s own results all 
indicate that a sky effect of 1 percent is probable on a 
hazy day a t  Montezuma. The vestibules used at Table 
Mountain exposing 0.0004 hemispheres are seen from 
figure 3 to have still one-third of the sky effect a t  0.0046 
hemispheres, while the new pyrheliometer, viewing 0.0013 
hemispheres, have two-thirds the sky effect of the old 
form. 

This sky effect that I estimate to  be about 1 percent 
a t  Montezuma means that at high sun the scattered light 
from the sky about the sun contributes 1 percent to the 
total reading of the pyrheliometer. So long as the sky 
effect is constant, i t  will not affect the changes of solar 
constant observed. However, it varies a great deal with 
changes of atmospheric transparency, increasing as the 
atmospheric transparency diminishes. This effect pro- 
vides one means by which derived solar constant values 
can be related to terrestrial phenomena. 

6. Reflection from parts of vestibule.-No errors are 
noted for this in connection with the pyrheliometer, 
though a big error is noted for the pyranometer from a 
shiny vestibule, an error of 20 percent. In the case of the 
pyranometer the direct sun is excluded and the radiation 
of the sky observed. Any reflection of the relatively 
much brighter sun is, then, likely to cause a big error 
in the pyranometer. In  the pyrheliometer the relative 
errors are likely to be much less, and as none are noted, 
we can probably assume that they are small or absent. 

7. Errors in pointing the instrument.-& Table Moun- 
tain it was found in 1930 (vol. 5 ,  p. 251) that solar constant 
values were running 0.4 percent lower by tests of selected 
pyrheliometry. “It was suspected that the pyrhelio- 
meters might be pointing unfavorably.” One can only 
guess as to whether slight errors of this kind might have 
occurred at other times. 

8. Errors in  reading .the time.-In taking a pyrhelio- 
metric observation, ordinary errors will occur in reading 
the temperature and rn determining the time for each 
temperature reading. Before 1925, individual watches 
were used to determlne the time for readings. In  addition 
to the natural error due fo human limitations in reading 
the time, the eccentncities of the second hands of the 
watches used introduce error. Volume 4, page 92: “If two 
observers make a series of comparisons between two 
pyrheliometers, and then mterchange instruments and 
make another series, alemost 1 percent difference between 
the two series is sometiFes. caused by the eccentricity of 
their watch hands if  thls is neglected,” and “It occurs 

percent is not unlikely. The resu 9 ts a t  Mount Whitney 
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that in some watches 0.3 seconds, or 0.3 percent error l5 

In  volume 5, page 81, Abbot says, “As eccentricjties. atlop 
watch hands are apt to change, and as the 
of tb5s is not altogether accurate or very easy, WeIg25. 
duced a new and better method of observing ,ad 
The new method of timing makes use of a half-sec~u~ 
pendulum. By means of a mercury contact, the 
electrically operates the escapement of an alp’m bGd 
The clock has its gearing altered so that the mmU~esolu- 
revolves every 10 seconds, and rings a bel1 a t  each ,lock 
tion. dd escapement. The actual timing of this arrangement recinbl“ sbo 
be very accurate, with only human errors apP 
I estimate that the probable error in getting theIg25 a$ 
time before 1925 to be 60.2 second, and after Decos approximately f O . l  second. These estimates are to 
sarily unsatisfactory, but it will be illuminating ~ ~ ~ ~ i v  
see how big an error in a single pyrheliometric det 
tion is to be expected with errors of this size in the eteP 

9. Errors in reading the temperature.-The t h e ~ ~ ~ ~ ~ g e ~  

The readings are estimated to a hundredth of a 
The instructions furnished with the instruments ’$elf* 
read hundredths of a degree first, then the degree 0 5 5  
It seems reasonable to take a probable error of 0.0°4 uld 
a minimum probable observational error. This wodtb 
mean that 60 percent of the time the nearest hu?dr$ 
of a degree is read, and that less than 1 out of 10 rea 

10. Personal equation.-It was noted in 1929 ( belio’ 
p. 137) that some observers consistently read the PJfi,ade 
meters higher than others. Comparisons Were the 
between 14 observers of the period 1920-30 the 
“percent personal equation” calculqed for each. ’3 No 
table of “personal equations relative to the meaar .Kith 
find values from -0.29 percent to $0.13 percenthbbot 
an average without regard to sign of 0.107 percent. 5:  
says about this personal error, on page 138, 
“After reflection we decided not to apply colTe 
eliminate these personal equations. They are ’?ti; 
Excepting in the cases of Aldrich, Baughman, and ’: tbO 
they are hardly appreciable and perhaps not beyoa !fir 
variability of. the personal equations themselves* A”0Dfi1 
as concerns short period solar variations, the p$&$ 
equations, even if real, will comparatively seldofl for 0; 
the result, because the general practice has been observer to read for many days consecutively. Asorn bo 
they affect the monthly mean values, they wl11:$; ]l$’ 
of importance because the observers will gene a ,OP 
been exchanged during so long an interval aSdpers;f155 
which tends to reduce the error.” These so-calle 
errors ?re probably of very little importance, e’cO$flg 
Fdlcatlng that the assumed probable errors Of “ 

11. Total observational error of a pyrheliometer rea it N$ 
In the following estimate of observational errOL;;tu; lo 
assumed that on the average a 3’ rise of temp 
the pyrheliometer is noted in 100 seconds, and $$$tOd 
cpohg correction is applied, giving a total 
rise of 4’ C. This is a fair assumption. 

Time errors tho t.ill.g,. / 

introduced by eccentricity.” Of 

The readings are taken a t  the sound of the 

are marked to the nearest tenth degree in a 65 de&$; 

is off by as much as a hundredth of a degree. VOl. 51 

y01pe to 
otlops 

tune and temperature are not too small. silts.' 

Assuming a 0.1 second probable error in to tp Is 
probable error in the cooling correction due 

- looxlox~=o.ool’ 0. I 42 c. 
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the 30 rise i t  is- Calama (in solar constant values) than ever was reached 
at Mount Wilson, but this improvement was not, so far 

0.l x 30 x Jz= JZx 0.003~ as I know, because of any superiority of instruments or of 
100 observing a t  Calama. It depended rather on better sky 

conditions.” That the test a t  Calama was made from 
selected data, or else that the effect of changing sky is 

~ “ . O ~ l ) ’ + ~ ( ~ ~ ~ ~ ~ ~ ~ ~ J ~ ~ ~ ~ ~ ~ ~ g ~ ~ ~ ~ ~ ~ ~ ~ ~  c.=0.109 per- enormous in as short a time as 1 minute, is indicated by 
using the comparisons of the same 2 pyrheliometers from 
July 1917 to March 1918, volume 4, page 91 of the Annals. 

t From 20 comparisons Abbot gets a probable error in el‘ou41% the time, the error due to this is twice the ratio of 0.13 percent. From this, the probable error of a 

O. 13x1/20=0.41 percent, much single determination is 

larger than the 0.20 percent obtained at Calama. 
In  answer to the criticism of Linke, Abbot gives a 

complete set of (only) 10 observations on page 136, 
volume 5.  The ratio of readings of pyrheliometers No. 
29 and No. 17 was determined by 2 observers, changing 
instruments after 5 readmgs. I calculate the standard 
deviation (from the general mean) of the ratio to be u= 

*ore the probable error due to time is- ’ 

If of a 40 rise. 
.we assume a probable error of 0.2 second in de- 

Or o.00872° C.=0.218 percent. 

J2 Temperature errors 

~ ~ X 0 . 0 0 4 ” -  - 
J2 

’robable error in cooling correction is 
0.0040 

error in 3’ rise is 0.004°X &. 
%re the temperature reading error is 

i(0*004)2+~~O~004)’ = J0.000048=0.00693° = 0.173 per- 0. 528 percent. From this the probable of a single 
Cent 1.0185 

Of a 4’corrected rise. 
Told errors determination is calculated to be P. E . = m  0*528 X0.6745X 

9 temperature, we have for the probable error of $=O. 247fO. 026 percent. These readings were taken 
on April 24, 1928 (after the introduction of the new timhg 

E*~1/0.000048+0.000019=0.008153° C.=0.204 system), and are said to be “udal,  not specially selected 

0q011130 C c o n d  probable error is assumed, this becomes If the so-called personal equation is eliminated in this  
series by calculating the dispersion of each set of fiva 

elieVe that these figures give the lower limits of readings about its own mean, the probable error is only 
I t  does not take into account reduced to 0.23 percent. The personal equation between 

.errors due to inexactness of the temperature the two men calculates to be 0.34fO:lO percent. 
2:Ptlon or due to slig h t  amounts of dust on the sllver Table 24, page 140, volume 5, glves a table of 110 
‘f ’ Or t o  slight errors in pointing the instrument, ratios of pyrheliometer readings taken in Washington.from 
‘9 occur. 191‘7 to 1930. The average number of comparisons 1s 8.9 pot gives several estimates of the probable error for each ratio, and Abbot gives the average Probable 

,,h& actual tests. In the instructions for use of a silver error of the ratios as 0.18 percent. This gives for the 
4s page 52, volume 3., Abbot says: average probable error of a slngle pyrheliometer reading 

hdrega!ds accidental error of observatlon, persons of 
Kith epeslght and experience in observing appear to read ~8.gx0’1s=0.38 percent. This figure is an average for 
%, ‘ZYbable error, for a single determination, a t  high 
alQost exceeding 0.3 percent. * * * It Seems many pyrheliometers, and includes slight errors of dust, 

incredible that ths degree of accuracy should etc., that might occur from time to time. It should be ‘2’’’ be attained, but comparisons of instruments by noted that in almost all of these comparisons, one of the 
Observers simultaneously, if made under excellent pyrheliometers of the pair was new. 

8k$ “Onditi0nS, so indicate.” Perhaps the best idea of the actual probable error of a 
volume 4, page 162, Abbot ives a probable error a t  single pyrheliometer measurement as they are made in 

o‘tezuma and compares it to %fount Wilson. “From the field is to be obtained from table 20, page 134, volume 
$$e!z’ve:di:k 6 at Montezuma, Chile, in 1921, 5. This table gives the comparisons made from 1919 to 

1930 between one of the regularly used pyrheliometers a t  % M ontezuma with the standard instrument. Each ratio 
‘gese Instruments (also read a t  high sun 1 minute apart) of the 2 readings is the result of “about” 10 readings of 

-Percent. Whence the probable error of one each instrument. The standard deviation of the ratios 
erv‘tlon on One silver disk pyrheliometer is approxi- is 0.214 percent, whence the probable error of a single 

b u -  
0 . 0 ~ ~  . 
a PgPhellOmeter reading: 

g a P. E. of 0.1 second in reading time and of 

percent results. ” If a 0.2 

I b - or 0.278 percent. 

a good observer. 

- 

rheliometers S. I. 30 and S. I. 29, 
daily employed there, the average deviation of 

‘ately 0 2 4  x 0.34 
@bop 

0.6745 x 0.214 X J 3  =0.323 
42 pyrheliometer reading is 42 or 0.20 percent, including the probable 

due to variation of the sky in 1 minute.” Similar 

It Seems to me that this 
statement of Abbot’s 

h e n  of 2 copper disk pyrheliometers at Mount percent. The same result is obtained if we Use only the 
d@ The 
‘%: (fn Beitrage zur Geophys& 16, 344 (1927). He various results above are summarized in the follOwhg 

w?s 0.37 percent. data from 1926 to 1930, indicating that the change 
method of timing did not affect the accl1racY mucl1* 1s rather big, in view of 

Professor Marvin’s diagram shows less scatter at table. 
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Probable error of 

single pyrheliometer 

1. Estimate by me (observational errors only) - 0. 204 to 0. 278 
2. Abbot, from tests, excellent sky conditions 

3. Abbot, 29-30, Calama, 1921 _ _ _ _ _ _ - _ - _ _ _ _ _  0. 20 
4. 29-30, probably Washington, 1917-18 _ _ _ _ _  0. 41 
5. Abbot, copper disk pyrheliometer, Mount 

Wilson, 1920------------------------- 0.37 
6. Test at Montezuma, 17-29, 1928 __- - - -___-  0. 247f 0.026 
7. All pyrheliometers, Washington, 1917-30--- 0. 38 
8. 17-29, Montezuma, 1919-30 or 1926-30- - _ _  0.323 

Method: reading, percent 

(1911)-______------------------------ 0. 3 

From these results I consider the best estimate of the 
probable error due to accjdental observational errors only 
of a single reading to be given by No. 6, about 0.25 percent 
(u=0.37 percent). For a probable error suitable to use for 
longer intervals of time than a few days, I consider the 
best estimate to be about 0.32 percent (u=0.474 percent) 
at Montezuma. From the difference between these two 
estimates, it seems that the probable error to be expected 
from variations of dust and pointing from time to time 
is about 0.2 percent. The above figures are for “high 
sun and excellent sky conditions.” It is inferred that at 
low sun the errors are perhaps greater. 

B. PYRANOMETER 

The pyranometer is used to get the intensity of scattered 
light from the sky, from which estimates are made of the 
sky transparency. The pyranometer used at Harqua 
Hala and Table Mountain, and at Montezuma since 

1923, exposed a region of the sky 29’ in diameter 

off the sun. The light goes through a glass screen and 
impinges on 2 blackened manganin strips, one 10 times 
as thick as the other. The temperature difference 
between the 2 is measured by a platinum-tellurium 
thermocouple. The radiation heating causes a different 
temperature rise between the 2 because of their different 
size. Later the same difference of temperature is pro- 
duced by heating the 2 strips with identical amounts of 
heat caused by an electric current. The amount of 
electrical energy needed to do this, which can be measured, 
is then the same as the energy of radiation received by 
the strips. 

According to Abbot, it takes 20 percent error in the 
pyranometer reading to make a 1 percent error in the 
derived solar constant value. Therefore, although the 
errors .in pyranometry are much eater than those in 

will not consider them in great detail. 
1. Eflect of radiation from strip and glass cover.-Before 

the cover is remoped exposing the strip to the sky, there is 
temperature equihbnum inside the mstrument, so that 
all parts are a t  the same temperature and are giving off 
as much heat in long wave radiation as they receive. 
When the cover or shutter is removed, this e ullibrium is 
disturbed, as the exposed sky is a t  a lower e 9r ective tern- 
perature than the instrument. Consequently the glass 
cover receives less radiation than it formerly did, and still 
‘ring off the same amount, its temperature is lowered. 

&e glass is opaque to ths long wave radiation, so that 
the radiation balance of the manganin strips is affected 
only by the cooling of the glass cover. This cooling takes 
time, so that if the readings are taken rapidly, this dis- 
turbance of radiation balance will little affect the recult. 
Abbot (vol. 4, pi 76) estimates the error due to this as 0.6 
percent. As thls error will be of the same sign and will 
tend to be constant, it will affect changes of solar constant 
values very little. 

Januardy and hi es a section in the middle 7 O  in diameter to shade 

pyrhellometry, they are relatively Y ess important, and I 

As regards the scattered sunlight which the pyranOme$ 
is designed to measure, the glass cover is transparent a@ 
most of this short wave radiation, while the man& 

Of 
2. Accidental observational errors.-In any reading elVB’ 

the pyranometer, there are two readings of ;the g be 
nometer and one of the ammeter, each of whch cantbe 
read to a probable error of about 0.25 percent. As b10 
galvanometer reading enters as a square, the P O b 5  
observational error is about &X0.25=.0.5 
After errors of instruments are added in, the tota1$$0i 
able error of a single reading is still probably not g 
than 1 percent. This would introduce an error of OdY 
0.05 - _  percent ._ - in solar constant values, and is 

strips will absorb it nearly perfectly. 

negligi bie . not 
3. Polish on vestibule.-However, an error that W5’ ,d 

negligible occurred a t  Table Mountain from 1927-28 pa 
might have occurred to a lesser extent elseWh@re;boab 
error whlch could not be traced was noted to start__ +1,at 

percent correction was 
pyranometer values to 
parable to those of 
reflection error 
estimate. As 
error in pyranometry to give a 1 percent error 
constant. 

C. BOLOMETRY ERROR8 
tbe 

The spectrobolometer is an instrument to meBSuri$s 
spectral distribution of the solar energy. The 1111 

rays are reflected from a mirror through a slit to p;fiibb 
where the beam is dispersed into a spectrum. Theu b B 
from a particular point in the spectrum passes t h r o e & ’  
slit to a blackened platinum strip. The heat?Dg tbe 
of the impinging rays is measured by dete@@&,& 
change in resistance of the strip by means of a Whe5 s ~ O C ’  
bridge arrangement. The various portions of $:&t!i 
trum are passed over the platinum strip by tu 
prism. At the same time, the galvanometer d e B 0 ; ~  7 
(proportional to the resistance change) is recordedectrB 
moving photographic plate. Thus curves of SF tb0 jvlag energy distribution are obtained, the abscissae g i0. 
wave length of the radiation and the ordinates 

The latest discussion of errors of spectrobolO@ tbO 
made by Abbot is in volume 4, page 162. Some Of 
errors he mentioned are: 

1. Change of sensitiveness ,of apparatus d u ~ n g  
servutzon.-Ths error is now very small. 

2. Change of reflection of mirror with 
dust.-The mirror is dusted before every 
change of-reflection With angle has not been 
With certamty. There is a possible, but probably I (  I 
error here. 

3; Im er ect following of the sun.-Abbot saysr 09 ’ * Ifid our ordina care in following, Ch?${$ 

great as 1 percent in bo 7 ometrk response Were GrOater is occur now several being practiced.” times in a single bolograph. $itb 
4. Changes of sensitiveness with temper@re ;l pPb’ 

changes of the earth’s magnetic field are said to 
able. 

tensity. 0tfl 

tlbc ob. 
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'* 1ne9ualities of the galvanometer scale.-Successive 
bologra+ are taken with a shift of one to two centi- 
lnetars u1 zero point of the galvanometer scale, so that 
$evennes~es will introduce errors. These ine ualities 

'Odd not introduce more than, say, % percent error in 
any bolOgraph. '* Measuring ordinates.-The average ordinate is less 
than centimeters. As Abbot says: "One cannot reason- 
ably h?Pe the probable error of a single ordinate measure- 
'@" .lS less than 1 percent." In determining a bolo- 
grapluc mea, if all measurements were independent, one 

ercent, if 38 places 

measured. Abbot guesses the probable error in an 
due to ordinate measurement to be 

''2 Percent. 
t z .  of band areas.-Abbot estimates that e areas are measured with a probable error of 1.5 !pt. The band areas range from 8 to 25 percent of 

@ remaining after their removal from the smooth 
Therefore these errors will cause from 0.12 

to 0*38 Percent probable error in the total area. '* Correction factors.-Two pyrheliometric observations 
are .talcen simultaneously with each bolograph. A cor- 
'ectlon factor is determi ned for each bolograph to make its 
"@' Proportional to the observed p rheliometric observa- 
Or tlon' Many of the above errors wil 9 tend to be eliminated 

reduced by these cqrrection factors. However, the 
Co'Tectlon factors have m them the pyrheliometric error 
Of 

Observations, which may be taken as -- 

exceed 2 percent on the length of the sca ? e," and 

1 get a probable error of -- 438 

0.25 

Percent. 43 --0.18 
9. 

C U p v p  ?f energy curve outside atmosphere.-The energy Outside the atmosphere is gotten by a process of 
?$21atmn. Each of the 6 bolographs made durmg a 
at th g is divided into 38 vertical sections. The ordinate 
the e center of each section is taken as proportional to 

The sum of the ordinates, 
beighted according to the width of the section, then, 
? p n t S  the total area of the curve, or the total ener 
f t o k y p t  practice is to measure the ordinates direct y 
th e bolographic curve, except in the infrared, where 

measured to a smooth line passing through the Pks Of the curve and extending over the absorption 
(vol. 4) they were measured to a smooth pe tlU'Oughout the spectrum. Each measured ordinate 

thF1tlPl$d by a predetermined factor to correct it for 
bolo;$ transmission of the optical system of the 
th All the ordinates of any one bolograph are Nt: PltiPlied by a correc tion factor as described under 
Obt&ed. above W' The final corrected ordinates are thus 
Ees e shall call yx the corrected ordinate cor- 

POndi% to the wave length A. The logarithms of these 
rdlnates are plotted against the air masses a t  which each 

For any one wave length these 
. Plots should determine a straight line. The 

h l u  straight line is passed through the points and the 
' @  Of log Yx at m=O is taken as the logarithm of the 

ordl'ate of that wave length for the energy curve oytside the 
We will call this extrapolated ordmate 

in that section. 

7' 
@' 

Was taken. 

IT.- 
4. 

Z{ 0% Yx) h-Z> 1 
1 Zm*-; (Zmz) 

By comparison with the theoretical equation, log y+= 
log hx+m log a h ,  where ax is the atmospheric transmission 
coe5cient for the wave length A, we see that log hr= 
a-b E and that b=log ax. 

We shall now see how random errors in the corrected 
ordinates yx affect the atmospheric transmission coeffi- 
cient ax, the individual extrapolated ordinates hx, and the 
total computed area outside the atmosphere, Zhx. 

Let ui=the standard deviation of the distribution of 
errors of log,, yx. This will be 0.0043Xthe standard 
deviation, uyy of the percentage errors in yx. Or 
conversely, a,=230.3 U X .  

The standard error in a is -f% where n is the number of 

b= 

JG 
bolographs taken. 

ax The standard error of b is J Z (m - E)Z. 

Atmospheric transmission coeficients 

Since b=log ax, this last expression is also the standard 

If uax=standard percent error of ax- 
error of log ax. 

QX 
uax=230 (std. error of log ax)=230 -- JZ  (m - E)  . .  

230 
Z(m-m) 

- - -JP2 (0.0043 X CY) 

or 

Extrapolated ordinates 

Since log hx=a-b E,  the standard error of log hx is- 

The percent standard error of hx is then- 

TOTAL OUTBIDB AREA 

As the total outside area is 2 h X, the percent error of A 
is- 

There are two methods available for estimating ux. One 
is to measure directly the deviations of the observed 
values of log yx from the best straight line passed through 
them. If there are n points determining the line, then 

the 6 log yx's are the measured deviations. On page 
166, Volume 4, are given the percentage depwtures of the a=log yL=mean value of log yh 
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y’s from their straight line plots of the observations a t  
Calama, Chile, for August 1, 1919. I have converted 
these back to deviations in loglo YA, as that is how they 
were measured, and calculated UA from them. All 
ordinates will not have the same percent standard devia- 
tion, as they are not of the same length. Since uh is 
proportional to the percent error, it also will not be the 
same for all ordinates. For the ordinates from places 

-5 to -14, inclusive, I find UA= ’(‘log ”)*= 0.00316, -\i 15(n-2) 

corresponding to .a percent standard deviation of 0.73 
percent in the ordinates. These are the largest measured 
ordinates and should give the minimum standard devia- 
tion. For places -16 to -23, inclusive, aA=0.00619, or 
UA =1.43 percent. For places $3 to -4W, inclusive, 
u~=0.0162, or UA =3.72 percent. Taking all ordinates 
lumped together, u~=0.00964, or UA=2.22 percent. As 
these errors enter into the total area weighted by the 
length of the ordinate, the smallest of these standard 
deviations will be weighted the most. 

We can get another estimate of UA if we can get an 
estimate of the percent error of ax, the atmospheric 
transmission coefficient, for the two were shown to be 
related by- 

The values of UA are given for various wave lengths for 
each day that the long method of computation was used. 
It will be safe to assume, I think, that except for accidental 
errors of the kind we wish to evaluate, the ratio of atmos- 
pheric transmission coefficients for two neighboring ordi- 
nates will bear a constant ratio to each other, except for 
a slight trend of their ratio depending on their magnitude. 
The deviations from a regression line of ratio on magni- 
tude will give a measure of the accidental errors of 
measurement of the transmission coefficients. 

Calling the sum of u A ~ + u A ~ = s ,  and the ratio %=r, we 

can calculate the standard deviation cr of the ratios from 
a straight line relation with s as follows: 

a x a  

1 
U,2= n ZS2--(ZS)2 

n-2 
For the 59 long method values for June-August, 1919, 

the value of u, obtained is u,=0.491 percent. 
Now this value is a.combination of the independent 

errors in two neighbormg atmospheric transmission co- 
efficients. Denoting the standard deviation of these 
independent errors by ut, we have u,=JZut, or 
ur=0.347 percent. There are two reasons for believing 
that the total error of .two neighboring atmospheric 
transmission coefficients wdl not be independent. In  the 
first place, such errors as nonuniformity of the galvanom- 
eter scale and imperfect .following of the sun are likely 
to be carried through a f a d y  large region of the spectrum, 
so  that the errors of nearby ordinates are not independent 
for this reason. Secondly, the method of measurement 
at this time (1919) was to pass a smooth curve through 
the bolograph trace and to measure to this smoothed 

tbe curve. The main error of measurement then. W””,cu. 
placing of the line, measurements to it being fa& that 
rate. 
it will be in error in the same sense a t  a neighboring I)’:: 

to large part of the spectrum have been made dlrectlytl,o 
the original bolographic trace, eliminating the last Of.v0D 
two reasons for dependence of neighboring ordinates @ 47 
above. I have calculated the value of ur for the 
atmospheric transmission coefficients of wave 
0.621 P and 0.499 1.1 given for the year 1930 at Monte@$ 
These wave lengths are in the part of the spectruglo. 
whwh the measurements are made directly to the t 
graphic curve. I get u,=0.643 percent and a conseqUeD 

ordinates from this we use- 

If ? line is in error at one point, it is probable 

Of late the measurements of ordinates thropgh 

10agtb 

ui of 0.455 percent. bic To get the standard error of individual bolograP 

uV= & (m- Gi)2ut 
tbe For an average day atCalama for June-August, 1919;930 

factor &(m-m)z was 2.42. For an average day Otflag 
it was 2.85. 
values of ut, and uy. 

Use of these factors gives the foil 

1 Percent 1 Percent 1 p 8 r c 3 6 4 l  
Calama, July-August, 1919 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  u,=0.491 ~ ~ 0 . 3 4 7  $$ 
Montezuma, 1930 .__--________________________ ~ ~ 0 . 6 4 3  u r d . 4 5 6  

To summarize, the two figures in the last colu@ BC 
the standard deviations of the errors in the bol?g$! to 
ordinates that are not carried over from one o$fl for LI 
the neighboring one. The value (A) was 0btam0~~~rv0* 
time when measurements were made to a smoothed Ootol 
The only carry over of errors in (B)  is the instru@ to 
one. These are to be compared with the valuer d$?@ 
all accidental errors, obtained above from the d?V$elaO 
log y for.the longer ordinates from the best s t r a ~ % ~ & d  
plots agalnst m for August 1,  1919. 
was u,=0.73 percent. This value is not signlfionfo; 
different from (A) but is less than (B). The reaSo 
this is perhaps that August 1, 1919, was an r‘ggCellO’t 

lots 
the table of departures of log y from straight-lJJ&$0 
given for August 1, 1919, a t  Calama, we can tsid0 
the standard error of the total area of the c u ~ e $ t b d  
the atmosphere for that day. The boIometrY day5 
day was graded “excellent.” There were only five 1919’ 
that were marked “excellent” in July and August, rad0 
out of 16 days of long-method observation. As theof tbe 
is determined “mainly from the approximation 

it $ logarithmic plots to straight lines” (vol. 4, p. 130bt o 
apparent that August 1 is one of the best 30 Per‘ @ 
days as far as lack of errors go, To get the total error 
use: 

6 

The value 9 

day, as explained below. /I?@ Total area of bolographic curve outside utmosph@. 

age ’- The values of m used are taken from table 28, P 
volume 4. The weights - were calculated fro@ 4, 
11,. and columns 2 and 3, table 58, page 203, of th0 
Uslng .these values I get the standard error 
trapolated area to be uA4=0.311 percent. This @vOLe 
area of the solar-energy curve outside the atmospher 
August 1, 1919, one of the better days there. 

lU@ hx 
zhx volu@*r 

probable accidental error of P. E.=0.21 perc0 Ilt fo‘B for 
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S‘pP?sedly by a similar method Abbot comes to the 
p l u s l o n  (vol. 4, p. 167), “For long-method values a t  
‘la@& we find a probable error of 0.12 ercent for the 

::?*” This seems unreasonable in view of the 0.21 
da::nt calculated above, applying to one of the best 

Or a day (September 20, 1914) a t  Mount Wilson tbbot ~ V e s ,  in volume 4, page 340, a series of actual 
‘lometer readings, together with the transmission fac- 

and the pyrheliometry correcting factors, SO that 
complete calculations can be carried out for this 

“” For the last 6 bolographs, corresponding to a :zl run, I have c alculated by least squares the 
strai Of !he deviations of the ordinates from the best 

ght-he logarithmic plots for each of the 38 places 
41easured on the bolographs. The formula used was: 

constant caused by errors of the bo li’ ographic ordi- 

E ’  

tors 

1 
n 2(6 log y)2=2(log y)2--(c log y)2 

.. - ‘  
1 L’m“-(zm)z n 

the Same calculation as above for total error we 
u4*0.2443 percent and P. E.=0.165 percent, for the 

?dard error and probable error of the area of the bolo- b;t{s:F outside the atmosphere, if it were calculated 
This does not include the errors of con- 

structQg the grap hs and reading off the ordinates Ex- Pt for the last fact , this is in good agreement with the 
used by Abbot for Mount Wilson. He uses a 

This day, September 20, 
@$ro& considered “excellent” as far 85 bolometric 

go. It is reasonable to assume that fpr an average 
t;: a h h e r  error is to be expected. Also it is certain that 
l@aspphcaI method will yield greater errors than the 

!quare method. A comparison of the P. E. found 
OP this day, 0.165 percent, and of the P. E. of 0.21 per- Z i p u n d  for an exce llent day a t  Calama by the graphical 

to thzd shows a difference that might reasonably be due 
It will be simple and reasonable 

th?ke for the probable er ror of bolographic area outside 
“ndatQosPliere a value of 0.20 percent for excellent days 

Of 0*25 Percent for an average day for either station. ‘he results 
1 9 3 ~  on the atmospheric transmission coefficients 

l@8snn,.. see? to indicate that the errors a t  least are no 

b 

Wares 

error of 0.17 percent. 

@‘aPhwal errors. 

Io-” lY .a9d may be more. 
e Q o ~ ~ ~ ~ ~ t l o n  to this error, the long method includes the 

Of the average of two pyrheliometer readings and the 
erPors due to changing atmospheric transparency, to be treated later. 

‘I1* SOURCES OF ERROR IN THEORY AND METHOD 

A. INFRARED CORRECTION 
?he 

SPectrobolometer indicates the spectral energy 
Only between the wave lengths 2.5 inicrons and 

: $ F n s .  Outside of these limits the sun’s energy 
@%phi$ estimated and added to the area under the bolo- 

$?$ the infrared, the estimate is made from mcasure- 
p h ~ ~  &lade ?t Mount Wilson in 1922 with a rock salt 6 The infrared correction is given as a percent Of 
p@ olo@aPhic area from 2.5 to 0.704 microns. The ’:$!’ taken varies ~ t 1 1  the amount of “precipitable 

and amounts to about 2 percent of the total 

P curve. 

bolographic area outside the atmosphere. The correction 
is probably not very accurate, but as it is a p.ercentage 
correction inaccuracies in it will not affect variations of 
the solar constant. 

B. ULTRAVIOLET CORRECTION 

The ultraviolet correction is based on the average of two 
solar energy spectra, one assumed from a 6,000’ black 
body radiation and the other one as determined experi- 
mentally. The ultraviolet corrections determined from 
these differ by a factor of nearly two, so that their average 
cannot be regarded as accurate. The correction is taken 
as a certain percent of the area of the spectrobolograph 
iiicluded between the wave lengths of 0.346 microns and 
0.704 microns, the percent depending upon the air mass 
and the atmospheric transmission coefficient (table a t  top 
of p. 109, vol. 5). The correction taken amoynts to 3.44 
percent of the solar energy at zero air mass, 1.. e., outside 
the atmosphere. The probable error of this, in the sense 
of being the error that is as likely to be exceeded as not, is 
about 1 percent (of the total solar energy). Provided 
that the method of applying the correction is correct, the 
error will not introduce errors in the variability of the sun, 
as it is a percentage correction. 

However, there is emdence that if the sun is not con- 
stant, most of the variation occurs in the ultraviolet. 
Abbot has plotted the ratio of each bolographic ordinate 
on days of high calculated solar constant to the corre- 
sponding ordinate on da s of low solar constant value. 

length of the ordinate, and a plot is shown on page 29 of 
volume 5. (The same graph is shown in vol., 80, No. 2, 
and vol. 77, No. 5, of the Smithsonian Miscellaneous 
Collection. The latter reference gives the best explana- 
tion of the curves.) It is to be seen that days of high 
values of the solar constant have more radiation in the 
ultraviolet than days of low solar constant. Correspond- 
ing to a 2.3 percent increase in observed solar qonstant, 
in the mean there is a 30percent increase of radiation of 
wave length 0 . 3 5 ~ ,  a 20 percent increase of radiati?n of 
wave length 0.385p, a 10 percent. mcrease of rad?ation of 
wave length 0 . 4 4 ~ ~  a 5 percent increase of radiation of 
wave length 0.5p, and no increase of wave length longer 
than 0 . 7 ~ .  

The curve C, for Montezuma short interval fluctuations, 
does not show such a large increase in the ultraviolet, 
and shows more in the shorter visible wave lengths, 
though the fluctuations are such as to make the course of 
the curve indeterminate. 

Abbot has used this spectral variation of.so!ar intensity 
as evidence for the reality of the solar variations. How- 
ever, I do not find this evidence convincing. In the first 
place, if the reported variations of solar cqnstant were 
actually due to changes in atmospheric. cqnditions aff e+- 
mg the measurements, most of the varia41on would be in 
the ultraviolet, just as is found experimentally. The 
reason for this is that the effect of the atmosphere in 
depleting the solar radiation is much more severe in the 
violet and ultravlolet. If there is any correlation between 
atmospheric transparency and solar intensity, the vari9- 
tion of solar htonsity prodilced by a change of atmospheric 
transparency must be most pronounced m the violet and 
ultraviolet, because the atmospheric transparency goes 
through the widest variations in this region.. In the fol- 
lowing table, in the column marked A are men the Per- 

spondiiig to a. drop of 2.3 percent m s. c. observed a t  
Rarqua Hala in 1922. B gives very roughly the fraction 

The resulting ratios are p ;Y otted as a function of the wave 

cent variations found at  the varioug wave f engths come- 
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B ~- 
0.47 
-38 
.26 . 19 
.07 

of the total solar energy of a given wave length absorbed 
in the atmosphere, at air mass 1.5. It is seen that the 
larger the effect of the atmosphere the greater is the change 
of measured solar intensity. 

x I A  
Percent 

30 
20 
10 
6 
0 

Instead of considering the large variation in the ultra- 
violet as corroborative evidence of real solar variability, 
one could take it as evidence that the drop of 1922 was 
lar ely due to atmospheric changes. 

I% support of the reality of the large variations in the 
ultraviolet, Abbot cites the work of Pettit.2 (Astro- 
physical Journal 76, 185 (1932).) Pettit measures, by 
means of a thermocouple, the ratio of the solar energy 
transmitted b a silver film to that transmitted by a gold 

the silver transmits a narrow band from 0 . 3 1 ~  to 0 . 3 3 ~  
in the ultraviolet. Large variations in the ratio are found, 
the extreme values in the 7-year period 1924-31 being 
0.95 and 1.57 on an arbitrary scale. Since the green light 
is shown to be nearly constant by Abbot’s work, variations 
in the ratio are to be attributed to variations in the ultra- 
violet. The extreme range is then 50 percent of the mean 
value. A daily variability of 5 percent was reported. 

The monthly curve of Pettit’s ratios seems to show some 
relation to a curve of sunspot numbers. This would again 
suggest a relation to ozone, as the. amount of ozone is 
shown to be correlated somewhat m t h  sunspot numbers. 
In  any case, Pettit’s curve shows little correlation to the 
solar constant curve of Abbot, and therefore cannot be 
taken as evidence of the reality of the reported solar 
variations. 

Bernheimer (Monthly Weather Review 67, 412, 1929) 
analysed the first 2 ears of Pettit’s work and casts some 

He points out the decided 
seasonal march of measured ultraviolet radiation and 
compares it to a curve of atmospheric turbidity factors. 
He says: “There is temptation to assume that the observed 
changes in the ultraviolet do not take place in the sun, 
but reflect processes in the earth’s atmosphere.” 

Dobson (Proc. Roy. SOC. A 104, 252, 1923) made some 
early studies of the variation of the sun’s ultraviolet. 
His measurements were made photographically, the 
pictures being taken through a silver screen. He got a 
standard deviation of daily values of 30 percent, with 
errors estimated at less than 20 percent. This would 
leave a daily variability of solar ultraviolet of more than 
20 percent, as compared to Pettit’s daily variability of 5 
percent. The discrepancy indicates terrestrial influences 
on one or both measurements. 

These measurements on the ultraviolet indicate a 
possibility (though-not a certainty) that there are rela- 
tively wide fluctuations in the sun’s intensity in the ultra- 
violet region of w p e  lengths 0 . 3 1 ~  to 0 . 3 3 ~ .  Abbot’s 
measurements, which extend down to 0 . 3 4 6 ~ ~  indicate 
(p. 29, vol. 5) that if the measured solar variability exists, 
most of it takes place in the violet end of the spectrum. 

film. The go 9 d film transmits a band in the green, while 

doubt upon its vaidity. T 

I Since this papor w89 writton, tho following notieo appcarod In tho Quarterly Dullotln 
on solar aotivity of the International Astronomiral Union, No. 46, Jan.-Mar., 1939: “The 
intensity numbers for ultraviolet radiation will no longer be pubIished in the Bulletin 
either. Mr. Edison Pettit, who made these measurements, has written us on the sub ect 
89 follows: ‘As the work has now covered a period of 16 years and Seems to show o n b  a 
seasonal term due to atmospheric ozone we are discontinuing the observations.’ ” 

be The two results are compatible, though they cannot it 
explained by a temperature change of the sun.. 
must be borne in mind that if the solar variabibt9 berjG 
ured by Abbot is caused by variations of atm?sPbe@ 
quality, most of the observed variability would stlU 

However, if the solar variability is real and most of 
takes place in the violet and ultraviolet, then the 
applying the ultraviolet correction will give too low 
to the recorded solar variability. A one percent ch’D$ 
in solar energy of wave length longer than 0.346P. the 
give no change in the part of the spectrum comprlslnfhort 
longer wavelengths, and a 2 percent change in thet cor* 
wave length part down to 0.346~.  The ultravlole it is 
rection would be changed by 2 percent then, as the 
taken as 6.88 times the energy in the lower half.of a~ 
spectrum. The change in the ultraviolet correction eIld 
plied would then be only 0.02)<6.88=0.1376 percent’ of 
the total recorded variability would be 1.14 perzTufla 
the solar constant. Curve B of figure 1, page 29, o.346y 
5,. indicates, however, that the ultraviolet beyond 
will change by 20 percent (at Harqua Hala) for a one $pd 
cent recorded change in solar constant. Therefore t to 
change in the ultraviolet beyond 0 . 3 4 6 ~  would amoflCor 
3.44 times 1.14 times 0.20=0.78 percent of the solar 1.78 
stant, and the real change of solar constant would be 
percent instead of the 1.14 percent recorded. It lS tb0 
then that if the solar variations are real and confined 
violet end of the spectrum, the recorded range Of 
variation is only about 65 percent of the true raDge 
~ar ia t ion .~  

the violet. of it 

WOO 

of 

C. OZONE CORRECTION 

twoe The ozone of the atmosphere absorbs sunlight a ,,rp‘ 
spectral regions. In  the extreme ultraviolet the 
tion is strong, but since sunlight is weak there, ths e lo 
of varying amounts of ozone may not be irnpor.tant;e& 
the spectral region A=0.48p to b 0 . 6 3 ~  there ’.s ’of tbi 
absorption band, but it is in the most intense region 
spectrum. Variations of ozone here will affect the t,ihe 
solar energy received at the surface of the earth ‘ 
appreciably, by amounts up to more than 1 percent* ti’$! 
the extreme infrared there is a third band. 
amounts of ozone will not affect the solar con!y$eGt 
obtained by the long or bolometric method, but tie@ 
the short method directly. For this reason, COrrec lied 
are determined for the amount of ozone and &re ’pp d. 
to the short method values a t  Table Mountain. riatloD 
ing to Abbot (vol. 5, p. 125): ‘(Fortunately the va MOUD 
atmospheric ozone a t  the receiving station On. De& 
Montezuma, Chile, is so small that the errof lsv&@ 
gible.” 

bere 
depends upon the relative absorption of the ataosp@ 
for two nearby wavelengths. Dobson, P. R. s e i  ’ht@ 
467 (19291, measures photographically the relat1y0.303$ 
sity of wave lengths in the ultraviolet, about h- os@ 
and A=0.325~. The former of these is in the stron5t, 
absorption band, while the latter is nearly out Of 

The pzone is measured by Dobson in units of the 3 cop’ 
lent thickness that the ozone would have if it  W t T n d  to$: 
centrated in one pure layer a t  normal pressur ceDia 
perature. The values found range around Oe3,pt 
meter. The probable error of one rneasurern the $% 0‘ 

Similar considerations arrived at independently by Abbot, assuming 
in the ultraviolet represent solar changes. 

Bc.corof 

NO correction is applied to Montezu@ 
for this reason. reseDt 

The determination of the amount of ozone 

since th!s Paper was written, soiar constant values are being FeVi$$%s 
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by Dobson is 0.005 centimeter. At Arosa (Swiss 
the change throughout the day is often less than 

O.003 centimeter. 
Dobson says: 

f The (daily) values for Montezuma are not given as the changes 
‘O? to day are 6 2  small that i t  is not possible to be sure Of :$ reality. * * The long double journey through the 

oplcS 18 definitely harmful to the photographio plates, and the 
ehcesslVe dryness and warmth caused appreciable distortion of 
the wo?den spectrograph. Fo; ~ ~ ~ ~ , ~ ~ e ~ ~ ~ ~ ~ ~ ~ e ~ ~ ~  
such ‘ellance on the accuracy o 

This, however, cannot invalidate 
~ ~ ~ o r e ? u l t  that the ozone is extremely constant there. There are 

.“gns of a curious small diurnal variation not found at other 
8tat10n~ Which makes i t  difficult to assign accurate mean values to each day. 

gThe monthly values he gives for Montezuma, from 
1926 to October 1927, are 0.223, 0.218, 0.212, 

o’208, 0.215, 0.210, 0.209, 0.213, 0.216, 0.224, 0.222, 
0*225* This shows a range of from 0.208 to 0.225 centi- 
lneter of ozone, as measured by Dobson 

‘&bannes and Du Fay (J. d Phys. i t  le Rad..8, 353, 11927). calculate the amount of ozone by plotting the 
Ogant!ms of the atmospheric. transmission coefficients as 
detewned by the Smithsonian Institution against the 

fourth power o f the wave length. Departures pa 8 linear relation in the region 0 . 4 8 ~  to 0 . 6 5 ~  were 
as due to ozone absorption, and the amount of de- 

parture Was converted into equivalent centimeters of 
For Montezuma, from July 1918 to July 1920 

0,ty foqnd the amount of ozone nearly constant a t  about 
There was no annual penod ob- 

serv?d, but the amount varies between extremes of 0.33 
in July 1918 to 0.26 cent imeter in May 1919. 

The Corresponding variation at Mount Wilson was found 
to be from about 0.24 to 0.36 centimeter of ozone. 

of the Smithsonian Institution (Sm. M. C., vol. 
11, 1929), uses the bolometer results to calculate 

the aonthly variat ion of ozone. He says that Cabannes 
pay’s work is inaccurate, due to the use of values 

&Qd D 
:t for water vapor and because chaneng .at- 
bosPhellc transmission affects their results. He cnticises 

obson’S Work, imply ing that a variation with water 
~ ~ p o r  Or atmospheric pressure is introduced in the method 
t Calculation, and disagrees with the use of Bouger’s ‘pl& of extrapolation for the wave lengths Dobson p e s .  

%le Plots a, the atmospheric transmission coefficient, 
the Prismatic deviation. He gets a deviation from 

srrlOOth curve in the region of ozone absorption. If the 
curve value is a, and the observed value is a, 

lf %=atmospheric transmission coefficient of ozone, 
‘o----* If e is the solar energy for the wave length 

* a, 
yQ8idered, then Zae=energy absorbed by ozone. This 
18 a, 

Summed Over places 22, 24, and 26. “The accuracy :$z exceed 1 part in 30” for a single day’s determ- 
p 

finds a wider variation in ozone content than 
dpe8 Dobson. For 22 daiIy resuIts at Table Mountain 
e;lv?9 graphically there is a standard deviation of 0.062 
:$$meter from a mean of 0.264 centimeter, by Fowle, 

e for a corresponding period Dobson’s values have a 
deviation of 0.0053 centimeter from a mean of :t2‘ Centbeter. I n  other words, Fowle’s values have 

Out l2 times the daily variability that Dobson’s have. 
@$?le gives monthly values of ozone in terms of the 
Them ‘hat. ?s absorbed from the sunli h t  a t  air mass 1. 

var!abfllty at Montezuma is less &an that at Tab!e 
Xlountain- The mean annual difference from the maxi- 

On those obtained in Europe. 

centimeter of ozone. 

the, ,a 

no accidental error or changing ozone. 

mum month to the minimum month is 0.0021 calories at 
air mass 1, or about 0.1 ercent of the solar constant. 
At air mass 2 it would be a B out 0.2 percent. In  an earlier 
paper by Fowle (Terr. Mag. and Atm. Elect. $3, !5l 
(1928)) a few individual values are plotted, indicating 
that changes of this magnitude can occur in the course of 
a month or so. 

The method used to correct short-method values a t  
Table Mountain is due to Abbot (vol. 5, p. 126). The 
ratios of the bolographic ordinates of a single day to those 
of a standard day are plotted a ainst the prismatic devia- 
tion of the ordina,te. These u.81 be roughly on a straight 
line except for the ozone region. Here the ratios will be 
above or below the straight line according to whether 
there is more or less ozone than on the standard day. 
The deviations are measured for two ordinates and two 
air masses, when possible. Assuming a standard error of 
0.75 percent in determining a single bolographic ordinate, 
the standard error of determination of the ozone correction 
will be 0.07 percent of the solar constant. This will appear 
as a direct error in the solar constant, assuming the cor- 
rection factors to be right. 

By a comparison with Dobson’s ozone values a t  Table 
Mountain it can be shown that the annual variation of 
0.017 centimeter ozone measured by Dobson a t  Montezuma 
corresponds to a fluctuation in solar constant values by 
the short method due to ozone of about 0.09 percent. As 
measured by Fowle it is about 0.2 percent, or possibly 
more. The daily fluctuation of ozone is not given by 
Dobson. The diurnal variation which he mentions might 
possibly be due to a pressure effect. 

Summary.-The uncertainty of determination of the 
ozone correction at Table Mountain and at Harqua Hala 
introduces n standard error, u, of at least 0.07 percent in 
the daily short method values. An annual variation of 
0.1 to 0.2 percent or more in monthly values of the solar 
constant determined by the short method is to be ex- 
pected at Montezuma due to lacli of application of a cor- 
rection for ozone. Changes of this magnitude can occur 
from month to month. 

I 1 I 1 I I I  
0 1 2 3 4 5 

AIRMASS m 

FKWRE 4.-Method of extrapolstion of intensities to zero sir mnss. 

D. CHANQES IN ATMOSPHERIC TRANSPARENCY 

The long or bolometric method of determining solar 
constants depends upon observations extending over a 
period of about 2% hours. Changes in atmospheric trans- 
parency during this time will introduce error in the solar 
constant. This effect has long been recognized. H. 
Knox-Shaw considered its effect in some detail in 1915. 
(Bulletin No. 17 of the Helwan Observatory, Cairo, 
Egypt.) He concludes that “even if R (solar constant) 
is really entirely constant, a progressive change in the 
atmospheric transmission during the period, which is 
such as not to destroy the linearity of the .relationship 
between log R, and m, if present on a sufficlent numbor 
of days, will cause a large negative correlatlon between R 
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and a, and R will apparently vary owing to variations in 
a." 

The intensity of sunlight of a given wave length at the 
outside of the atmosphere is determined by plotting the 
logarithm of the intensity of that wave length a t  several 
air masses against the air mass and extrapolating by 
means of a straight line to zero air mass. Figure 4 illus- 
trates the procedure. yo is the intensity of the particular 
wave length outside the atomsphere and the slope of the 
line is log ax, where ax is the atmospheric transmission 
coefficient for wave length A. The slope of the line is 
always negative, as lower intensities are measured a t  
higher air masses. This gives a value of ax which is less 
than one, unity corresponding to perfect transparency. 

Now if we consider a single wave length and assume 
that the solar energy does not change during the observa- 
tion, the position of log yo will be fixed. If a value y5 is 

How this comes about is as follows: 

I I I I I I  I 

I I I I I I 
153 93 61 40 15 0 

0 1.5 2 2 5 3 4 5 
TIME I N  MINUTES 

A I R  MASS rn 

FIGURE L-Error in extrapolation due to changing atmospheric transmission. 

observed for the intensity at air mass 5 early in the morn- 
ing, the line through log yo and log y5 determines the atmo- 
spheric transmission coefficient ab at that time. If the 
atmospheric conditions do not change, all succeeding 
logarithms of the observed intensities will lie on the line 
of slope log as. If, however, the atmosphere becomes less 
transparent before the next observation is taken, the 
logarithm of the observed intensity will lie below the line 
of slope log a67 and with log yo will form a new h e  of 
slope log G, where a4 is the atmospheric transmission 
coefficient a t  the time of the observation a t  air mass 4. 
If the transparency continues to decrease throughout the 
morning, each value of log y will fall below its expected 
position, and a series of observations such as those given 
in the circles in figure 5 are obtained. When a straight 
line is passed through them, and extrapolated to zero air 
mass, it will give a value of log yo' below the true one, and 
a low value of the solar constant will be reported for that 
day. 

If we assume a constant-rate of change of the atmos- 
pheric transmission coefficient during the morning, for 
small changes this wdl be a constant percentage change 
in a and consequently a constant rate of change of log a, 
the slope of the line. If the time is measured from the 
taking of the first bo!ogfaph at m=5, and if k is the de- 
crease in log a per unit time, then the slope a t  any time= 

4- log a,-kt, and any ordinate is given by lo y=lOg % 
(log a,-kt)m. The deviation from the %ne through 
1?g yo and log y5 is -ktm. The approximate times fro$ 
air mass 5 to each air mass for September 20, 1914, 
Mount Wilson are given at  the bottom of the graph t tho Figure 5, and the values of log y to be expected a 
vaTious air masses for an arbitraiy value of k are shoo; 
It IS to be seen that the values of log y obtained f"ht 
cpnstantly changing air transparency lie near to a stfa$& 
!me, and that the value of log yo' obtained from tbs 
1s in bad error. Also the value of the atmos herb traoe' 
mission coefficient recorded for that day wilfbe in er?orl 
being higher than the transparency was at  any "IPe 

tbet during the morning. 
A brief investigation shows that it is in general truecieDt 

a unifprmly changing atmos heric transmission coeg 
wlll give nearly a straight P ine plot of values of lo&? y 
For a spot under the solar path, the time will be Propoi 
tional to the zenith angle 8. If @,=the zenith a n g ~  
fo? air mass 5, then the time measured from air 
will be- 

but- sec @=m, or O=sec-'m 
therefore t=c(sec-'5-~ec-~m) 

k C ( 8 5 - 0 ) ,  where c is a constant 

If we use a series approximation for sec -Im, w e get' 

le3 +. . . .I. t=c(sec-'5 --+-+-+- 7 r 1 1  
2 m 6m3 2.4.5m6 

We now put this value of t in the above equation fo r log 
with constantly changing a, nnmely: 

log y=log yo+ (log a6-kt)m 
and get- 

or 
log y=log y.+(log a5-kc(sec-15-:))n-kc I 

--kc(--,+,+. 1 3  . . .). 
6m 40m 

If we put- 

log a,+kc($ -se~-~6)=log a' 
and- 

Then 
log y,-kc=log y,' 

3 
log y=log yo'+m log a'-kc 16; 40m a * * 

1 3 si00 
Except for the term -kc[-+-+. 6m2 .4,0m4 , . .) the idly 
is h e a r  in m and log 1 ~ .  This term is small and * 
approaches zero for large m. Thus for air mass 2 tt,$zO 
term of the correction becomes -1ccJ24. k is the ,9e@ 
in log a per unit. time, or 0.0043 times the percon! dea&lO* 
111 a per unit time. c is the time for a unit zealt' 

alp" 24 
2n If the time is expressed in hours, c=-=3.82 boltr' 

Then kc=0.0165 times the percent decrease in @ Rar to ' 
Therefore for m=2 the first term of the correctlopiD '$ 
straight line is 0.00069 in log 'y, or -0.16 perzit$14 
for a 1 percent decrease in a per hour. For 171- 
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to -0.04 percent in y. Thus we see that if the 
perce~t change in atmos heric transmission cpefficient 
',xzfOrm, the values of fog y will be 0.n a straight line, 

Pt for small deviations at  low air mass. If the 
Btmo?ph!ric transmission is decreasing, the values of log ?/ 

'le Slyghtly below the line a t  low air mass, while if it 
lS 'ncreaslng, they will be slightly above it 
* see from the calculations above that thp errqr introduced in log yo. is -kc, or the percent error in yo 1s 
230 XO.0165 = 3.82 times the percent change of a per hour. 

The averctge value of log a for the day is- 

1 ";log a,- kt  -log - ~ ~ - ~ k c c (  s e P 5  -sec-'l.5 } 

"he Observed value, log a', is log a+kc\;--sec-l5} 
Th 
log a for the day. This difference is- 

1 
$cc{ r-sec-15 -sec-'1.5 } = 0.4657 kc 

$ kc 0..0165 times the percent decrease in a per hour, 
@ error u1 log a is 0.4657 times 0.0165 or 0.00768 times 

"@ The percent error of a' ? 230 tines the em0 r in log a, or 1.74 times the percent 

?!it? figures are based on a tropical sun, where the 
angle is equal to the hour angle. For higher 

ttltudes, the error in the same air mass range is greater, pse a longer time is involved. For example, 4.t 
Q p t  Wilson on September 20, 1914, the time from air 
& '' air mass 1.5 was about 2jh hours, while at  the 

As average figures we 

6a 

e error in log a is the difference 1?g a' minus the average 

change in a per hour. 

in a per hour Th 

It is about 2 hours only. can tnlce, 

!?!Lo = 4.75- Y o  U 
Pe 
bl$;lfor the fractional error introduced in yo by a 

8 change in a per hour. 
w a p b ,  the average error in the measured a' will be- 

6U' -=- 2.18: per hour. 
all D 

A 
kt at  these two expressions will enable us to see 
theonce that we must expect a negative correlation be tween 

values of changes of solar constant and of; 
@%W of atmospheric transmission coefficient, as an; 

transmission will cause a low value of the' ?? transmission coefficient and a high value Of :  

"' dat, for 1925 were used to get the effect of changing 
%!?Pher1c transmission, as tliere are more long method 

pmi?ations at  Montezuma for this year than fof ?nY 
s'cceedmg year. The apparent atmospheric transmission 
?@$c'enbS for this y ear are given in Monthly Weather ht:ywJ SUPPlement No. 27,1926, but the figures given were 
!h 'Ound Satisfactory for use. They were determmed from 
%@ logarithmic plots of the pyrheliometer readings, given 
th:$?me reference. A few trial plots indicated to me 
based le determinations of the values of a given tbere were 
".Iety 'l.gelY on the lower air masses. A comparison mth  
@ valutS calculated by least squares indicates not only 
th ereQceS.ll~ magnitude but differences in daily changes, 8s 

@ fouow% series of 5 days shows: 

" P ar constant to be recorded. / 

Tabulateda _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  0.915 0.901 0.914 0.911 0.913 
Least squares a _ _ _ _ _ _ _  _ _  __.________ I .924 1 .921 1 .929 I .920 1 .917 

To get a measure of a that is closer to that actually, used 
in the calculation of solar constant, the transmlssion 
cofficients for individual wave lengths were used. These 
are given for 10 wave lengths in volume 5, page 172. 
Each coefficient was weighted according to the intensity 
of the radiation in that position and the width of the 
spectral band that it represented, The weights arrived 
a t  are as follows: 

Place _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  1 46 1 38 1 32 I 28 1 22 1 19 1 17 1 14 1 11 1 6 
Weight _ _ _ _ _ _ _ _ _ _ _ _ _ _  913 1,660 3,572 3,410 4,623 5,724 2,821 2,643 3,818 4,670 

The sum of the weights is 33,830, and the general atmos- 
pheric transmission coefficient was taken as: 

The correlation between the atmospheric transmission 
coefficients and the values of solar constant given for the 
100 days of 1925 is -0.02f0.10 (=a), certainly not 
significant. However, any real relation is masked by a 
yearly change of atmospheric transmission coefficient of 
large-amplitude. 

The correlation between the 55 daily changes of atmos- 
pheric transmission coefficient and the changes of solar 
constant was found to be -0.483f0.104 (=standard 
error). 

The root mean square daily difference of atmospheric 
transmission coefficient was 0.504 percent. It is doubtful 
if a fair estimate of the change in atmospheric transmission 
talring place during a 2)/,-hour morning observation can 
be obtained from this figure. For as H. Knox-Shaw says 
(Bulletin of the Helwan Observatory No. 23, (1921)), 
"* * * It would be surprising if the transmJssive 
power of the atmosphere did not suffer diurnal variation 
as all other meteorolo ical elements do." 

1929) of W. E. Bernheimer'b article on "Radiation and 
Temperature of the Sun" in the Handbuck der Astro- 
physik, IV, 1929, we quote, "As cause (of the relation of 
atmospheric transmission coefficients to  solar constant) 
there is pointed out the changing transparency of the a+ 
during the individual series of bolometric readings as IS 
especially perceptible in the morning hours." 

Any diurnal effect of changing atmospheric transmission 
such as this would not wholly be reflected i n  the day-to-day 
differences in recorded atmospheric transmission coeffi- 
cient. However, the two extreme figures can be set for 
the effect of progressive changes from one day to the next 
on the solar constant. For a minimum value we can 
assume that the change is uniform and that the change for 
1 hour is 1/24, or 0.0417 times the daily change, of 0.504 
percent. Thus for a minimum root mean square hourly 
change in a we get 0.021 percent. 

If we assume that the change from day to day is m!de 
up of many minute changes of positive and negatlve 
character, then the change for a given length of time is 
proportional to the square root of the timf. Thus the 
average hourly rate for a BJh-hour observation would be 

From an abstract ( i4 onthly Weather Review 57, 412, 

LX$"Xthe 2.5 24 daily change, or 0.0651 percent per hour. 
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The error in solar constant due to each of these rates is 
gotten from an expression given above: 

3 L 4 . 7 5  6a -. 
Y o  a 

The standard error in the long method solar constant cor- 
responding to the first estimate of changing a is 0.10 per- 
cent, and to the second is 0.31 percent. That is, if we 
neglect diurnal fluctuations of atmospheric transmission, 
we can say that the standard error in long method solar 
constant due to day-to-day changes of atmospheric trans- 
mission lies between 0.10 percent and 0.31 percent. 

By knowing the theoretical relation between the in- 
crease in solar constant and the decrease in recorded 
atmospheric transmission coefficient caused by a pro- 
gressive increase in transmission, we can get from the 
correlation coefficient an estimate of the fraction of the 
variance of solar constant values that is due to changing 
atmospheric conditions. For this purpose the values of 
the solar constant and atmospheric transparency have 
been grouped by months, and the departures from monthly 
means correlated. This gives a measure that is more 
independent of the wide yearly swings of atmos heric 

of daily changes. 
The data were not grouped strictly by months, but 

nearly so. They were grou ed so that consecutive daily 

dates in each group are given below, together with the 
number of observations in each group. 

J a n . 3 - 2 4 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ -  9 
Peb. 17-Mar. 6 . . . . . . . . . . . . . . . . . . . . .  5 
Mar. 11-18 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  7 
Mar. 23-Apr. 8 . . . . . . . . . . . . . . . . . . . . .  17 
Apr. 13-23-___________--___________ 7 
Apr. 30June  3 . . . . . . . . . . . . . . . . . . . . .  20 
June 16July  3- . . . . . . . . . . . . . . . . . . . .  14 

Sept. 7-30 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  4 

Dec. 4-29 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  2 
The correlation of solar constant departures with 

atmospheric transmission coefficient departures is T = 
-0.305=t0.097, for the 99 usable values of 1925. 

From the expressions derived above; i. e.- 

transmission and gives a fair approximation to the re P ation 

determinations should all fa P 1 in one group. The extreme 

July 13-Aug. 7- - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  8 

Oct.8-30 _ _ _ _ _ _ _ _ _ _ _ - _  - - - - -_ - - - - - - -  4 
NOV. 10-19 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  2 

6a 9’=4.75- per hour 
Yo a 

and 
6a’ 6a -= -2.18 - per hour 
all 0 a 

we see that if the negatiye. correlation of solar constant 
with atmospheric transmission is due to changing trans- 
mission, then the ratio of a percent change in solar constant 
to percent change in atmospheric transmission should 
he- _- 

-4.75 -=-2.18 
2.18 

It is not possible to calculate an accurate value of the 
ratio from the data, but it is possible to set limits and see 
if the theoretical value falls between. If we assume no 

sources of variation of solar constant other than that due 
to changing atmospheric transmission, then we &et t 
upper limit to the ratio, of percent change of solar c O & ~ ~ ~  
to percent change of transmission. This upper ld’ 
merely the inverse of the regression coefficient of atmo TbO 

s t d  heric transmission on solar constant, and is 3.45. 
Power limit is the regression coefficient of solar con 
on atmospheric transmission, and assumes that tibere affect are no variations of transmission not tending tp 
the solar constant. The value of this lower limit 1s !e3$; 

It !s seen that the theoretical value 2.18 lies well In 
regron allowed by the rather wide limits. io& If it is allowed that the mechanism cited above, Cha:t!nt 
atmospheric transmission affecting both solar con 
and recorded coefficient, is the only and true mech?:;? 
causing the correlation of solar constant with tran@rado 
coefficient, then we can assume that 2.18 is the real 
of percent change in solar constant corresponding tw 
percent change in transniission coefficient. K n o w f  
we can. express the variances of the solar constan 
transmission. coefficient in comparable numbers, being percent, vanance of the transmission coefficient of 
mdtiphed by (2.18)’ to make it comparable to that 
the solar constant. 

Now if the variance of the two quantities being 
lated are expressed in comparable units, the correlaD 
coefficient is the ratio of the variance that is c o W 0  
both quantities to the geometric mean of the mrl” 
of the two quantities. If- 

Tr,=th? yariance common to solar constant d 
V8=vanance of solar constant, and 
Vt=variance of atomspheric transmission coefiCJen 

to 

tr@ 

tiP 
mission, and 

comparable units, then- 

or 

on?tPt That is, the fraction of the variance of the solar CmlssloP 
that is associated with changing atmospheric trans 
is equal to the correlation coefficient times the :t tb0 
root of the ratio of the variance of the transmission 
va?ance of the solar constant, expressed in corn€’ 
units. 

When this is done, we get- 

5=0.631 V, 
t of 

This is to be interpreted as meaning that 63 Perc$bod 
the variance, or cause of deviation of the long Ts d$ 
~ o l a r  constant values from their monthly mean? 
to changing atmospheric transmission. Our estfla$1fir 
the square of the percent standard deviation Of 
constant from monthly means is- 

Z (deviations) ’ = 0.2g38 $= 99- 12 
f sol$ 

63 percent of this is 0.1854, or the standard err0:gOSiaD 
constant due to changing atmospheric transa 

method solar constant determination due to 

d0.1854 or 0.4305 percon t. pflg 
Of the three estimates of the standard error $ingflg 
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atQosPheric transmission, 0.10 percent, 0.31 percent,, and 
Percent, I consider the latter to be most near1 r1ghtJ :ti? others do not include any effect of a diurna 9 vana- 

E. 
EBgECT OF A CHANCING SOLAR CONSTANT DURING A LONG METHOD 

OBBERVATION 

If the solar constant changes during a morning's 
obse!vatlon, an erroneous value of it and of the trans- 

If only two obser- 
Ptlons are taken during a morning instead of the usual 
' Or 6, the relations are easy to see, and are illustrated 
In figure 6 

Is the value of the solar constant a t  air mass 5, 
and the slope of the solid line is the logarithm of t,he 
atQosPheric transmission coefficient, assumed to be con- 
stant. During the morning the solar constant rises to 
'?* The observed intensities, a t  air masses 5 and ?.5, y' determine a straight line, the dashed one, that gves 

E' for the solar constant that is higher than 
The slope of the dashed 

ne the recorded atmospheric transmission, 

coefficient will be recorded. 

of the observed values. 

. , I 1 I 1 

I 1.5 2 3 4 5 
A I R  M A S S  

'IGUBE &-Error in extrapolation due to changing solar constant. z$h be lower than the true value. If E, is 1 
5 cent hugher than El, then the observed E' will be 

3'5x '-1.43 percent higher than the lowest, or 0.93 per- Cent 
The recorded 

atQosphel'iC transmission will be - =0.286 percent lower th 3.5 
%anan '' the true one. Thus for long method values, (I 

tlob b g solar constant will produce a negative correla- 
?tween solar constant values and atmospheric 

ttabsQsion. B 
5 o\yeV@r, if intervening values between air masses 
Vyd  l .5  are taken, the sun will have to change at 8 
%::$ W Y h g  rate to keep the logarithms of the ob- 
Solap Qtensities on a straight line. For example,. the 

f a p t a n t  would have to change at  about 8 times 
b a Fate between air masses 5 and 4 as it. wou!d 
tstyeen masses 2 and 1.5 for the linear relationshq 

he'd* This is because the time interval between 
baas. s'cf'essive air mass values is shorter the higher the air 

t$ figure 7, an example is given of a logarithmic 
a be obtained if the solar constant change a t  

" f O ~  rate from E, to E, during the mor$ng. The 
:?:tbs of the observations are given as cucles, theu 

'ltlon determined by the table at the bottom. 
:?@ tab1e 1s calculated from the fact that the change 1s 

oPortlonal to the time as measured from air mass 5.  

\ 

%her than the average value. 
1 

Blot 

No straight line plot will fit the data for the day, but the 
best fit will give a high solar constant and a low trans- 
mission as before as shown by the dashed line. A lowering 
solar constant will reverse the situation. 

F. ABILITY OF FUNCTION 'IF" TO GIVE AN ESTIMATE OF ATMOSPHERIC 
TRANSPARENCY 

The short method depends on a determination of at- 
mospheric transparency by one measurement each. of 
the brightness of the sky and of the atmospheric humidity. 
These are determined from the pyranometer reading 
and the bolometer curve. The water vapor content of 
the atmosphere is determined by the depth of the water 
vapor tbsorption bands in the solar spectrum. If p is 
the ordlnate in the middle of an absorption band and p S G  
is the ordinate a t  that place of the smooth curve passed 

c I I I I I 
I 
5 0 4 1.5 2 2.5 3 

AIR MASS 

A I R  MASS I 6 1 , I 1 I 2.1 I 2.0 I 1.1 

TRACI IONOFTOTALCHINGL I 0 I . IO  I 2 7  I .40 I .61 I 100 

FIGURE 7.-Extrapo!ation with uniformly increasing solar constant. 

over the band and fitting the rest of the spectrum, then 
pxis a measure of the water vapor. 

In  the early short method work a function F was 
defined as P - e ,  P where P is the pyranometer reading. 

The atmospheric transmission coefficients are determined 
from this on the assumption that the function uniquely 
determines them. The physical basis for this is the fact 
that the absorption of the atmosphere is due partly to 
scatter$g on water vapor, air molecules, and dust. The 
scattemng by air molecules will be constant and therefore 
will not have to be determined from day to day. The 
pymnome;ter measures directly the scattered light, !nd 
therefore is pn index of scattering. Since the scattenng 
and absorptlon depend largely on the water vapor, its 
measure is also a factor to be considered. However, 
the use of the particular function of water vapor and dust 
to determine uniquely the atmospheric transmission 
coefficients does not seem to me to be fully justified. It 
assumes that coefficients for all wave lengths vFry for 
the same causes, and that all causes of vanatlon are 
expressed in the function. In  the 
first place, any constituent of the atmosphere that selec- 

P 

There is some evidence that this may not be 90. 
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tively absorbs radiation, aside from wp.ter vapor, is not 
taken care of. Ozone in particular will cause yariation 
in transmission throughout a wide spectral region, and 
its effect will not be detected by either a measure of 
water vapor or of sky brilliance. In  fact, the sky will 
tend to be less brilliant when there is more selective ab- 
sorption, and decreasing sky brilliance is taken to be an 
indication of less absorption. Furthermore, it does not 
seem reasonable that all the factors determining atmos- 
pheric absorption at one wave length should be the same 
that determine the absorption for another wave length. 
As Dobson says (Proc. Roy. SOC. A 104, 252, (1923)), 
“One weak point seems to be that the values of ah for all 
different wave lengths are obtained from one observation 
on white light, while it is not necessary that the trans- 
parencies of light of all wave lengths should vary alike 
from day to day.” In  fact, Dobson got no relation be- 
tween a measure of the ratio of sun brightness to sky 
brightness based on white light and the atmospheric trans- 
mission coefficient for X=0.32p in the extreme ultravlolet. 

Some indication of the fallacy of calculating all trans- 
mission coefficients from a measurement on white light !s 
to be obtained from Abbot’s published data. The experi- 
mentally determined atmospheric transmission coefficients 
for 10 different wave lengths are given for each day for 
which a long-method solar constant was derived, in table 
28, page 169, volume 5. Let us take the ratio of the sum 
of the coefficients for the 5 longest wave lengths to the 
sum for the 5 shortest wave lengths. This ratio will 
vary in a somewhat regular manner- with the general 
atmospheric transmission coefficient, *which we will take 
as proportional to the sum of the individual transmission 
coefficients. If we call the above ratio R and the sum S, 
then the deviations of R from a regression line on S will 
be a measure of the variation of coefficients of short wave 
length that is independent of the variation of coefficients 
of long wave lengths. When these deviations are corre- 
lated with short-method solar constants for the correspond- 
ing days, a coefficient of -0.424 is obtained, for the 114 
available days of 1928 to 1930 at Montezuma. The stand- 
ard error of this coefficient is 0.077. This shows definitely 
the error in assuming that the coefficients for all wave 
len ths vary alike. 

ibbot. himself says, in volume 4, page 171, “The prin- 
cipal source of error in the short method is the uncertainty 
of the representation of the atmospheric transmission co- 
efficients by the function-transmission plots for the nu- 
merous wave lengths.” These plots are given for Calama 
a t  air masses 2 and 3, on pages 82 and 83 of volume 4. 
It is to be seen that there is quite a scatter in the-points. 
The only quantitative measure of the scatter is given on 
page 171. The mean deviations of the points from the 
curve !re given for curve 22 (h=0.62~) ,  air mass 2, the 
deviations being grouped by function values. The aver- 
age deviation of the 58 long-method determinations of a 
from the curve is 0.6145 percent. This wave length is in 
the middle of the spectrum, and the spread of points is 
fairly representative. If the deviations are normally dis- 
tributed, the standard deviation will be 1.253 times this, or 
0.77 percent. 

This standard error of 0.77 percent in the determination 
of a from the values of the function is mainly due to three 
causes. They are the accidental .error of determination 
of a by the long method, the error m the determbed value 
of a due to changing atmosphenc transmlssion, and the 
inability of the function to re resent the true atmospheric 

the first two causes and attribute the remainder of the 
transmission. We can calcu f ate approxmlate values for 

true error to the inability of the function to represent the 

In the section on bolometry errors, estimates 
standard error of determination of a were given. A Of 
of 0.347 percent was obtained from the standard error$ 
the ra$o of two sets of atmospheric t r ansmiss ion i~~o~  
cients in 1919. 
?ot inclZrde errors common to the atmospheric traayJb@ 
sion coefficients of nearby wave lengths. 
errors should be more independent, a value of 0.455 PerceDt 

atmospheric transmission. of fie 

This was thought to be low, as 
s#9- 

For 1930, 

was obtained. loakPr For August 1, 1919, the standard error in the for bolographic ordinates was about 0.73 percent, while 
September 20, 1914, a t  Mount Wilson, i t  was 0.75 Per’$ 
The standard error in a least squares determinatlo” 
will be this divided by &(m--E)Z for the day. (See sOc’ n A. 

tion on bolometry.)- This factor is about 4s Or ’Y 
Taking 0.75 percent as the error in the bologr?py 
nates, we get about 0.3 percent as the error m d. 
“good” day. Thus we have three estimates of the staa SI@- 
ard error qf determination of the atmospheric traBnCeDt. 
sion coefficlent, 0.3 percent, 0.347 percent, 0.455 .P traDy 

For the error in a due to changing atmospheric beric 
mission we find from the section on changing atmosp this Is 
transmission that the standard error in a due to 
- times the error in E, the solar constant. 
2.18 q e ~ t ,  estimates of this solar constant error were 0.10 Pt llkely 
0.31 percent, and 0.43 percent, with the latter moschaDg+ 
to be right. The corresponding errors in a due to 0,14Z 
ing atmospheric transmission, are 0.046 percent, 
percent, and 0.197 percent. we got’ If we take the largest estimated errors for a, 

of de’ 

1 The tb@ 

u= d(0.77)’- (0.455)z- (0.197)2=0.589 percant 
This.can be taken to mean that the standard errOr6cied 
termination of the atmospheric transmission Go? 
from the function value is ~ ,=0 .589  percent, 
is not to be regarded as very accurate, but it is dT.i~. 
to see how it can be lowered much with the data gt de- 
If either of the other components of the 0.77 peT$duce 
viation of a from the plots is increased in order t tiasted 
the estimated error of determination of a, the 0s 
standard error of a long-method solar constant deter@: 
tion must be increased. As it is already lar e enou$Dt, 

a 
this is not reasonable. Corresponding to this erroiXtre* 

TW 

* 

cover the full variation of long-method soar 5: con 

at air mass 2. there will be twice the error in the -- 
SY, Sa diffOroy~ 

polated ordinate, for we get -=m- a when We Or 
tiate log y=m log a+log yo. That is, the standard efltdl 
in yo will bs 1.178 percent. 

3 .-A 9 38 wave lengths, this error will be reduced somew 

Y O  

When summed UPhrct, OVO‘bU t 

7/38 For when the function is unable to @’” not by 
estimate pf .the atmospheric transmission at  OD! doubt 
length it 1s llkely to fail in many others near it. u@&i very much if the error could be cut in half by th::pr@S@\, 
tion over all wave lengths. If it were, i t  would st@ 
an e m r  of 0.59 percent in the value of the sohr ‘OD o V ~ ’  
And as-atmospheric conditions will not vary mu!’ sov’ 
a morning, this error is not much reduced by f1° 
era1 observations during the morning. It seerns :coat 
reasonable to expect a standard error of about of&@!{ 
in solar constant between daily values, due to th tmoSPb0 
of the function to give exact values of the a 
absorp tion. 

wave 
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In the early days of short method calculations Abbot 
Pub!shed the various values of the solar constant obtained tb.P the individual days. These values lend themselves 

an analysis of variance that is interesting in this con- 
‘lection. Data for the 4 months, August to November, 
1920a for Montezuma, published in the Monthly Weather vew, 48, 665 and 772, (1920), were analysed. One 
undred tlurty-six observations are given for 59 days. 

The standard error of a solar constant determination as 
estmated from deviations from the daily means was 

to be 0.388 percent. The standard error as 
from the general 4-month mean is 0.667 per- 

$?* The standard error between daily means produced 
not effective in producing the dispersion of 

a single day is the square root of the difference Of This value is 
S1gQlficantly different from the very rough estimate, 

Sguares of these, or 0.542 percent. 

0 

mass is about 10 percent, and as the function varies by a 
factor of more than 10, its additioncannot be expected 
to yield more than “slightly better” curves. Therefore 
the estimate of a standard error of 0.5 percent is still as 
good an estimate as can be obtained from the published 
data. 

G. EVIDENCE OF ATMOSPHERIC EFFECTS 

Many writers have pointed out evidence that the solar 
constant values are associated with atmospheric conditions. 
As regards the long method values, it is perhaps sufficient 
toquote from the conclusions of H. Knox-Shaw, who made 
measurements from about 1913 to 1921 a t  the Helwan 
observatory, .in* Egypt. He said in 1915: “The high 
correlation existmg between the computed values of the 
solar constant and the transmission coefficient indicates 
that the variation in the former is not real * * *.” 

I- 

U 

40 

n, 
“3 
14 percent, of the standard error to be expected from the 

ab%‘ of the function to give a valid estmate of atnios- 
P h e p l ~  Th transparency 
1Q2oBe above calculitions apply to the function used *in 

1927 Abbot writes, (Beitrage zur Geophyslk, il:44J j1927)): “We are substituting a modified func- 
’ \ylucp Seems to yield slightly better curves.” The 

“b function is- 

Pvm. . 
Pyrn. X Area rl 

Pyrh. F= 

In  1921 he said: 
Thus it seems fairly certain that at Hclwan and probably at 

most other stations-correlation coefficients similar to those at 
Helwan have been found at Washington, Bassour, Arequipa, 
Calama and Mount Wilson-there is on fiiie days a progressive 
change in atmospheric transmission throllghout the morning, 
which makes it impossible to determine the exact value of the 
solar constant on any particular day, or to detect variations in it, 
by observations made through different air masses and consequently 
spread over a period of 2 or more hours. * * * Such observa- 
tions will be discontinued at Helwan * * * It is not claimed 
that the solar constant doe8 not vary, but that its variations.are 
masked by changes in atmospheric transparency, when obserVatIOn8 
are made through different air masses. 

Various evidences of stnlospheric control of short 
method solar constant values have also been put forth. 
W. E. Bernheimer (Problene der Astronomic, B’estschrift 
fur.Seeliger, p. 452, 1924) finds in 1921 a significant 
positive correlation between Montezuma short method 
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solar constants and the amount of 'precipitable water." 
In  1922 there is a significant negatlve correlation with 
atmospheric transmission coefficients. These correlations 
are calculated from dail values for separat? groups of a 

pendent of any yearly penod in atmospheric factors pos- 
siblv associated with an I l-month solar constant 

few months and probab 9 y .show a real relationship, inde- 

periodici ty . 
C. Dorno, (Monthly Weethe: Review 55, 519, 1925) 

emphasizes a volcanic eruptlon u1 .South America occur- 
ring on December 15, 1921. The unpllcation is that the 
solar constant drop of 1922 might be associated with this 
volcanic eruption.- The erupthn of Katmai in 1912 was 
known to have caused a similar drop. 

The largest drop in solar constant since 1922 WRS that 
of 1928. Figure 8 shows in the full h e  the Montezuma 
short method solar constant values of 1928 and part of 
I929 for days on which there was a long method determba- 
tion. In the dashed line are plotted values proportional 
to the ratio of atmospheric transmission coefficients of 
long wave length to those of short wave length, as deter- 
mined during a long method observation. The inference 

1.960 I I I 
A f A  I I t  

IW 
1.910 

JLN. JULV JAM. JULV JhN, 

1924 1925 1926 

Fiouxm 9.-Montezuma monthly solar constant valuos by varfous methods of reductlon 
of same data. A. Final recslrmlated Values Annds, volume 5 page 2MI. B. First 
calculated values, corrected for selected pyrhollometr nnd waich occontrfcities. C. 
First calculated values, unconectcd, Smith. Mtscel~neous Collection, volume 80, 
No. 2, page 6. 

that this dro in solar constant was associated with 
atmospheric e i ects is obvious. 

These ratios, 12, were taken as the sum of the atmos- 
heric transmission coefficients for the 5 longest wave 

Kngths divided by the sum for the 5 shortest wave len ths, 
given in table 28, volume 5. Let S be the sum of a f 1 10 
transmission coefficients, and E be the short method solar 
constant values for the days available. Let r,, be the 
correlation between the solar constants and the ratios, 
and rt.= be the multiple correlation of tahe solar constant 
with tho ratios and the sums. The following table gives 
the values of these coefficients, together with the standard 
deviation of solar constant values and the number of 
observations, for each of the years 1828, 1929, and 1930, 
a t  Montezuma, and for all 3 years combined. 

YW3r 
I 

The hi h correlation of solar constant values with one 

that in years when the scatter of solar constant values 
terrestria f condition is shown here. It should be noticed 

was highest, the correlation with terrestrial phenOa0D8 
is also highest. 

He A FEW KNOWN ADJUSTMENTS OF SCALE AND DISCON*1Nu1T*'5 
IN TRE SERIES OF VALUES 

~ 1 1  Only the preferred monthly means from 1920 O n  ly be considered. Until 1926, the values given depend Iargejp 
on .the values obtained a t  Calama and Montezumat 
Chile, with a few modifications from Harqua Hala v$$ 

From January to Au ust, 1920, the Chilean SSgber 

was at Calama, Chile. ?n August it was put on of 
ground, a t  Montezuma, and the method of calculation 
short method values was somewhat changed. (BfOnth'' 
Weather Review 48, 540, 1920.) Therefore there is e 

ia In  April 1924, it was noticed that the pyrheliod$tor 
dally use a t  Montezuma were dusty (vol. 5,  p. 86). r17r0 dusting, their readings were raised b 2.8 percent. bered 
former director was then contacte8, and remom swept 
that about December 15, 1922, the room had been d8y5 
out. 
are given to show that the dust accumulated all at O:$,e. 
December 15,1922. 
Furthefmore, the scale correction of 2.8 percen\ivfly 
deterrmned by means of comparisons with the rela. tle5 
inaccurate pyranometer. By reason of the uncertain I 
of this correction and the date of collection of 
think it impossible to deny that changes of scale 19Z4r 
have taken place in December 1922 and in April @qe and that in the meantime gradual changes rnlght 

slight change in method at this time. 

Some tests by selected pyrheliometry of a few 

These tests seem inconclu~iVe 

fll&bt 

- I 

&ul&- taken place. 
In 1927 a new txocedure for the short method C rrna 

tion was introduced. The values a t  Montezu@ i'& 
1924 on were recalculated by the new method, n:al@ 
new values adopted. Up till 1924, the old method &q 
were r?ta$ed. Thus January 1924, marks 8. 
discontinuity in the method of calculation. Figure tsz,,@na 
shows the solar constant values obtained a t  Idon $0 
for 1924-26, by the new and adopted method, a d  byg$4, 
old method, the standard now up to 1924. For tb0 
the first year that the new method was a d ~ p t ~ $ ~ i @  
average differeqce between new and old method 
was 0.014 calme, or 0.72 percent, the new values fro$ 
higher by thls amount. These results are takeu 
volume 5, table 40, page 258, and from the s. "er0 
volume 80, No. 2, page 6. We can assume that $4, 
was a scale change of about 0.72 percent in Januafl aOr! 

From 1926 on, the preferred monthly meaDg - 6119 
derived from three stations, with the weights g%tb 
Montezuma (2); Table Mountain (1); Bassour (I),, d, 
2 months #at Montezuma and 1 a t  Bassour orm$)O 
These stations are not independent, however, *$ t@ 
adjustments took place. In  1927, a t  Table MounrJ.'bO 
dust had collected, indicating a 1.9 percent efl?r'sO@' 
corrections for the receding period are necessarily 
what uncertain (vo. P 5, p. 139). fro@ A pyranometer error occurred at Table M o m t a ~ W @  
August 1927 to September 1928 (vol. 5, p. 9Z);ldju5ted 
finally corrected for, the intervening values werOl grroi 
by selected pyrheliometry . However, a residua . a s t ~ o O '  
SBptember 1928 was corrected for by a direct ad1 s~518a 
Oowermg) of about fi percent to the Montezfl' of 
It is significant that this is the time of the 192' fad? 
solar values, so the fall depends upon one 
A t  the time of the rise of solar constant values 1~ 
1929, the Table Mountain scale was raised by 0.' &I@' 
(~01. 5, p. 251). The reason given is that the Pyr 
eters were thought to be pointing unfavorab1y. 
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Another interruption in continuity of values occurred in 
‘932- In the Quarterly Journal of the Ro a1 Meteorolog- 
lCa1 SO!lety, volume 60, page 73 (1934), Atbot says, “The 
zlcanlc eruption in southern Chile interrupted the Mon- 

series. From May 1932, the values depend entirely 
a t  Table Mountain, Calif., and are Qf less 

‘eight. New apparatus and new methods are being mtro- 
duced at  the Montezuma station. When completely dis- 

about January 1, 1934, the Montezuma values from 
August 1932, will be available. Until further dis- p? m connection with Montezuma values, the results 

ere DVen are to be regarded as provisional.” 
IV. SUMMARY 

B 0.3p a single pyrheliometer reading, a standard error of 
Percent is reasonable to take, corresponding to a prob- 

:le error of 0.25 percent. This agrees mth  the only actual 
st for Which complete data are given. It would corre- 

to a probable error of 0.17 seconds in determining 
e time of a reading, and a probable error of reading the 

th 
teQperature of 0.004O C., or jha of the nearest scale divi- 
‘lo‘* In addition, slight changes of scale of as much as 2 Percent or more can well have occurred frequently, due 

aCcumUlation of dust or faulty pointing of the instru- 

The errors of bolometry can best be estimated from ac- 
tual data. .From the 2 days’ data available, the best esti- 2 Of 8 standard error of the bolographic reduction for 

b ’he instrumental error of a Y ong method reduction will $2 Coablnation of one bolometric error with the error of 
of two rheliometer readings. Thus the 

standard instrumentaffong method error will be- 

Qew. 

eac?llent day is about 0.30 ercent. 

d(0.30)’+-+- (’ 3 7 ) 2 - ~ . 4 ~  - percent 

* The error of a long method determination due to :hang- 
?ttat@ospheric transparency is more diacult to estimate, 

Probably in the neighborhood of 0.43 percent, as 
BBt14ahl from the data of 1925. Combined with the 
iEandard instrumental error, a total standard error of a 
Pllg Qthod determination of about 0.59 percent is ob- $$:* This is just  equal to the standard deviation of the 

048 method solar constants from their mean value. 

* 

The equality of the errors and fluctuations of solar con- 
stant indicates that any real variations of the sun are com- 
pletely masked by errors, instrumen tal and atmospheric, of 
the long method. 

determination of the area of water vaDor bands. 
The bolometry error for a short method is the error of 

The 
standard error of such a determination depends upon the 
amount of water vapor, but according to Abbot will range 
around 0.13 to 0.31 percent, with a mean of 0.22 percent. 
The main instrumental error of a short method determi- 
nation will be due to a combinat.ion of this with the error 
of the average of two pyrheliometry readings. If n short 
method observations are taken durmg the day, the stand- 
ard instrumental error of a day’s short method result wll 

be 4-q- If there are five observations during 

the day, this will amount to a standard instrumental error 
of 0.15 percent for a day’s mean value. For a single ob- 
servation, the standard instrumental error will be about 
0.34 percent. 

AtmosDheric errors in the short method are caused bv 
fluctuations in the amounts of the absorbing constituents 
in the atmosphere. Consequently atmospheric errors will 
take effect between daily values, rather than between 
values of the same day, and the taking of five observations 
during the day reduces the atmospheric errors very little. 
An estimate of these is not claimed to be accurate, as ver 
little data are available from which they can be calculatei 
However, a standard error of about 0.5 percent between 
daily values was considered the best estimate of atmos- 
pheric errors. 

An  analysis of 4 months of 1920 shows the standard 
deviation of short method solar constant values from the 
daily mean of 0.39 percent, which should be compared to 
the 0.34 percent error estimated for two of the instru- 
mental sources. The extra variation between dailz means 
not due to the same causes as the variation within da s 

compared to the 0.5 percent estimate of atmospheric error. 
The total estimate of error of a daily value of five obser- 

vations would be ~ = & 0 . 1 5 ) ~ +  (0.5)2=0.56 percent. This 
is enough to account for the fluctuations of short method 
solar constant values of any recent year. 

had a standard deviation of 0.54 percent, which is to by e 



COMPARISON OF CONTEMPORANEOUS MEASUREMENTS OF THE SOLAR- 
CONSTANT 

By LARRY F. PAQE 

For 35 years, more or less regular observations of solar 
radiation have been made by the Smithsonian Institution. 
Due to subsequent improvements in methods and instru- 
ments, the solar-constant values obtained before 1920 are 
not now considered reliable. Since that time, however, 
there have always been at least two observing stations in 
operation whenever atmospheric conditions permitted. 
Enough data have accumulated to make possible statis- 
tical comparisons between values of the solar-constant 
determined from observations a t  different localities or a t  
the same place by different methods. Some such com- 
parisons have previously been made, by means of correla- 
tions calculated or estimated (1) and by computing 
measures of the absolute difference between two series of 
observations (2). 

The question of actual variation in the solar-constant 
was discussed in detail in 1925. On the basis of: (a )  high 
correlation between solar-constant and atmospheric trans- 
mission, ( b )  low correlation between Abbot’s solar- 
constant and that measured by Kimball, ( e )  an annual 
period in pyranometer readings, and (d )  the small disper- 
sion of daily values, Marvin (3) concluded that the reality 
of variation of the sun had not been shown, and further 
data were necessary to determine it. 

Kimball (1) calculated correlation coefficients between 
Montezuma and Harqua Hala daily short-method values 
and showed that the variation common to both was less 
than the secular variation asashown by monthly means. 

In  rejoinder, Abbot has sald (a )  that there’is no real 
annual period, ( b )  that the average differences between 
contemporaneous observations of different stations were 
very small, thus showing that the values actually refer to 
variations in the sun, and ( e )  that fluctuations of the solar- 
constant are related to the weather and therefore must be 
real. 

After a complete analysis of the methods used, H. G .  
MacPherson elsewhere in this volume shows that the 
errors of observation and reduction are enough to account 
for the day-to-day variation reported. Proof of the 
reality of the variations depends now almost wholly on 
agreement between values obtained a t  different stations. 

The data themselves offer some difficulties because of 
changes in scale and adjustments which have been made. 
A large secular change took place in 1921, which must 
have been due a t  least in part to volcanic dust from an 
eruption in South America (4). In  April 1924, it was 
noticed that Montezuma pyrheliometers were dusty (2b, 
p. 86). It was recalled that the room had been swe t out 
about December 15, 1922. Some tests by seected f 
pyrheliometry of a very few days were made which 
seemed to indicate that the dust had all accumulated on 
this date. A scale correction of 2.8 percent, determined 
by the relatively inaccurate pyranometer, was applied 
to all the intervening values. A new method of cd- 
culating the short-method values was applied to all data 

from 1923 on, making another discontinuity in 
In  addition to other adjustments, “the whole selges 1930) 
solar-constant values from 1924 to the present time ,( (Zb, 
was reduced to a consistent and definite system ed p. 122). A pyranometcr error, due to dust, afle$2, 
Table Mountain short-method values from August 
to September 1928 (2b, p. 92). The values were dPsted 
by selective pyrheliometry. However, a residual corn’ 
was corrected by direct adjustment of scale by 1929, 
parison with Montezuma values, 
the Table Mountain values were too low and were raised 
0.4 percent because it was thought that the pYrhello- 
meters had been “pointing unfavorably” (2b, p. 251). Bt 

In addition to these and other changes, the Valuestbe 
Montezuma are “corrected” by a factor to make M o d  
scale agree with that of the old observations at  ,tiODs 
Wilson (2b, p. 123), and the scales of the other Sta (Zb, 
have been brought into agreement with Montezum 121). 
p. 278). For some other adjustments, see (2b, P a  have 
It is of importance to note that fewer adjustments 

The records used, published in volume V of the A ember 
are as follows: Montezuma, Chile, August 1920-DeCember 
1930; Table Mountain, Calif., December 1925-DeC 
1930; Mom t Brukkaros, Southwest Africa, Decelnber 
1926-December 1930; and Harqua Hala, Ariz. (“gf 
method only) October 1920June 1925. h/iouot B. to 
Katherine, Egypt, and Montezuma values for Sua 
November 1934 were published in reference (5 ) .  values. 

Let us consider first the evidence of long-method by 
The long method is the fundamental one develOP$tbe 
Langley. The only errors in i t  which are not also ervy 
short method are due to the fact that it requires obs 0 
tions covering a period of about 2ji hours. -€!ha’f&t 
the sun or in the atmosphere during this time dl 
the result. Certain other errors are present in the ti on^. 
method .which do not affect long-method reduC the 
Correlations between long-method observations 
same days are: 

In  November 

been made to long-method observations. aaa15, 

These are obviously negligible. ectll*‘ * 

Short-method observations are subject to wider Bage4 
variations, some of which, a t  least, may be due to ch 
of scale or adjustments. Since many daily values these ’“ 
available from Montezuma and Table Mountaa;ae&, 
were taken as departures from the m ~ n t h l & ~ ~ ~ t @  
Correlations between Montezuma and Table 
on the same days are given below: 
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-~ 
August ._______________ _ _ _ _ _ _  
September _ _ _ _ _ _ _  _ _ _ _  ______._ 
3ctober _ _ _ _ _  __ __________.-.--- 
November _ _ _ _ _ _ _ _ _  _ _  _ _ _ _ _ _ _ _  
December _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

17 
4 
12 
13 
10 
14 
24 
13 
22 
!a 
15 
13 

15 
13 
23 
18 
19 

1 I 

ranuary _ _ _ _ _ _ _ _ _ _  ~ _ _ _ _ _ _ _ _ _  ~ 

February ______________._____ 
March ..... _._______ ~ _ _ _ _ _ _  _ _  
April ._______________________ 
May.. _______________..._.___ 
June .....- - - ._ - - - - - - - - - - - _ _  
July _______._.__________.--.- 
August ___________.________-. 
September _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
October ______.__.._._______ ~ 

November _____.__ _ _ _  _ _ _ _ _ _ _ _  
December _ _ _ _  _ _ _  _ _ _ _ _ _ _ _ _ _ _ _  

1950 
January ___..________.___.__. 
February _ _ _ _ _ _ _ _  ~ -. . _ _ _ _ _ _ _ _  
March. -. - _ _  - - - __. .- - - ...- 
April _ _ _ _ _ _ _ _ _ _  ~ .___.________ 
May _____________.____._____ 
June. ____._____ _ _ _  _.____ _ _  
July ____._________._.._______ 
August _______..._.__________ 
September-- - - __.__ _.______ ~ 

October ____________.____.___ 
Norember _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

- 
r 

__. 

-0.64 

-. 04 
.88 -. 41 -. 19 
.23 
.78 
.26 -. 12 
.19 
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.45 
.18 

-. 64 
.MI -. 11 
. I 3  -. 36 -. 13 . 01 
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.08 

.20 -. 27 
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15 
15 
18 
18 
10 
18 
8 
23 
11 
25 
19 

6 
13 
12 
12 

’ 7 
21 
22 
16 
21 
26 
16 

Montczuma 

n r _______ 
1920 ._____._________________________________.-----.--- 50 0.62 
1921 ____._.__________________ _.___ . . . . . . . . . . . . . . . . . . . .  24 .27 
1922 _ _ _ _  _ _  __.. . ..- _ _ _ _ _ _ _ _  _ _  ________.___ ____. _ _ _  _ _ _ _  .- 31 .86 
19 %... _ _ _ _ _ _ _ _ _ _ _ _ _  ~ ____.________ ~ _ _ _ _ _ _ _ _ _ _ _  _ _  _ _ _ _ _  73 .42 
1924 ._____.___.____.____----------------.------------- 51 -.01 

19eo I 

Tablo 
Mountain 

n r 

____.... .___-_-- _ _ _ _ _ _ _ _  _ _  _ _ _ _  _ _  
______.. .___---- 
.___ _ _ _ _  .______- _ _ _ _ _ _ _ _  .____--- 

-- 
Entire period _ _ _ _ _ _ _ _ _ _ _  I 966 

r 

-0.01 
.49 
.34 
.12 -. 27 -. 38 -. 16 
.10 
.07 -. 18 . 00 -. 01 
.09 -. 17 -. 59 
.23 -. 30 
.31 
.12 

-. 07 -. 35 
.lG -. 29 -. 11 
.20 
.51 
.13 -. 15 -. 25 -. 28 
.Ol 
- 
- 

’ /  0 
ut of 60 values, 30 are positive, 1 is zero, and 29 are 

’ Ygative. The correlation for all days taken as depar- 
from the respective monthly averages is 0.01, for  airs. 

hlUnly 6 months’ observations have been published for 
St. Katherine, from June-November 1934, in 

O u t  Saint Katherine, An Excellent Solar-Radiation 
(5). On page 2 of this reference, Abbot, after ‘tation,,, 

Calculatbg the averag e difference between observations ? St. Katherine and Montezuma, states, “Hence, 
th unusual satisfaction that I am able to report 
he ‘lose agreement between the results obtained a t  
thqse O u t  St. Katherine, our new station in Egypt, and 
(Jhde,,Obtained on the same days a t  Montezuma in 
bo ’ and on page 5, “The close accord shown by these 
cob$mOte and contrasting stations cannot bu t .  ?n- 
O f  ,hpe the belief that the observations of the variability e hitherto reported from Montezuma are very 

2 9 ‘Orrelation coefficient between observations a t  the 
@$?l?Qs on the same day s is 0.03, with 99 pairs. How- 
to tl!, ur the reference just cited, Abbot calls attention 
b t  e jact that the observations during November were 

as reliable as those for the other months. Omit- 
the corpelation is -0.04, with 88 pairs. In 

v “ Q ~ s  only ‘dsatisfactory1, or “nearly satisfactory” 

d POW t,o the monthly averages of short-method :*loris, the correlations are: 

the truth.” 

yere used 

1 Intorval 1 

I ‘ L  ‘“iiS Omitted because no reliable values were obtained at Table Mountain 

Montezuma-Mount Brulckaros correlation is prac- 
That for Table Mountain and Mount 

may need some explanation. If monthly 
, are taken as departures from the annual means 

.._. . I I I 

The correlations of Montezuma and Table hrountain 
long- and short-method values for all years combmed, are 
0.19 and 0.25 respect.ively, indicating that only about 3.6 
and 6.2 percent of tho variation is common to the two 
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methods. Hence, we may conclude either (a) that there 
was practically no variation in the sun, or ( b )  that one or 
both methods almost completely fail to record solar 
changes. It is probably signscant that the correlation 
at Montezuma for the first 3 years was 0.63 and that it fell 
to 0.07 during the period 1923-30. The use of the abbrevi- 
ated short method was begun January 1, 1923, and con- 
tinued to the present. This method is described on 
page 11 1, of volume V of the Annals: 

Our new abbreviation consists in eliminating this * * * computa- 
tion (the logarithmic computation involved in determining the form 
and area of the bolograph as i t  would be outside the atmosphere) 
by computing certain tables once and for all. This may be done 
because exact knowledge of the form of the solar-energy curve is not 
essential * * *. This statement may be confirmed by referring to 
a previous page, where the results of computing solar-constants with 
different optical transmission data are compared. By analogy it 
follows that only an inappreciable change of result by the short 
method would occur if, instead of using the ordinates of the smoothed 
energy curve actually observed on a given occasion, we should 
employ the average ordinates of a number of bolographs previousry 
taken at the same air mass. 

On the following page, this statement is made: “We 
have tested the new ‘short method’ against the earlier 

‘short method’ for identical days and find as was exPC$: 
that the two give identical results.” 
Abbot recently announced (April 1937) that there 

there fundamental error in this newer short method and 
when data are re-reduced by the original method 
may be changes of at least 50 percent in the daily cop constant values. We have seen, however, that no 
relation exists between contemporaneous long-:e$:, 
observations a t  differ‘ept stations. Therefore,. if &j 
reduction of short-method results is made whlcb wo rtW‘ 
bring them closer to the long-method values, no fu 
agreement between stations could be expected. 

Neverthelessi is 
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STATISTICAL TESTS OF SOLAR CONSTANT-WEATHER RELATIONSHIPS 
By LARRY F. PAGE 

Onnection between variations in the solar constant 
in weather phenomena has been based princi- 

two theses-that periodicities in solar radiation 
?ssociated With those in weather data, and that 

Patterns in temperature follow more or less 

series .and V is the variance. This was applied in the C 
and those following way. The correlations at  lags 1 to 10 were pall 
arey omitted as being directly affected by the dependence of 

successive observations. The 90 remaining coefficients, 
at  lags 11 to 100 were divided by their standard errors, %tau 

%:i:rGh;g?;aii;he solar constant .- These will be as calculated from Bartlett’s distribution. The distri- 
bution of these ratios is compared With a normal curve 

fit could not be 
more cases above 

changes. The first part of this paper is, accord- twice the standard error than expected, but the 
‘nglyJ restricted to a study of periodicities in observed . differences are not significant: 
Pa* Of the solar constant I should like to digress a little here to point out what 

analysis of t k s  sort means a study of what seems to me a fundamental error common in the use of 
?f the variable are available, taken as a sample, 2 a basis for calculating the probability that this sfimple ’ *  qthin certain limits, representative of the entire 

m e n  applied to time series, a past is implied That is, the universe includes the 
‘lture.a? well as tLe past. m e n  we test, for instance, a 

PeQodlc% to see whether it may be “real,” we are 
ztual’y testing wheth er the sample might be expected to 

enough different from the universe that the amplitude 
pli4 duration we find may be due to fluctuations in sam- 
of &-%!n we apply standard errors we make a number 

Ptlons, and, unless these assumptions are valid, 
The tests are 

d On mathematical conceptions and a ply only if our ata 
the premises of mathematica samplyg. 

Of the most important of these premises 1s that 
One. Observation must be independent of the precoding 
bot %nthly solar-constant data, as will )e see?, do 

this requirement. The correlation penodo- 8 based on the proper assumption that, if dmta are 
iheyt2t<hey tend to repeat after an interval equal to 

The coefficient of correlation 
!:*n the series x0, z1 . . . . x,+p and itself at  a given 

”’ %-1 . . . . zn, is plotted against the length of 
~$~~&$;nThi~u~;;hod has been ap P lied to monthly 

1) 1920-1934, inc usive: 180 Values 
cIu.vB’ ~ t h  result shown at the top in. figure 1. The 
’88 ofo: the Periodogram shows a coefficient of 0.82 a t  a 
‘0 the month. Each observation is, therefore, related 

Of .Preceding one, and to several before that. This 
lQdePendence will be referred to as serial correlation. th:F that a comparison. of the correlations w!th 

’&h$>dard errors, either directly, or by applying 
transformation, is not valid. The problem 

ce in such cases hss not been com- 
‘ebwal Solved. The solutions suggested fall in three 
@liQ& ‘lasses: (1) adjust the tests of significance, (2) 
@QCeg ate the serial corr&tion---usually by talung diff er- 
‘@Gal’ and (3) compare results with those in which a 
d.B4pp1at ion has been imposed upon random data. 

(2) has published an ap roximation for the 
type lstrzbutlor! of correlations from samp. f os in which a certab 

Of “’181 correlation is present similar to tho type in 

2 series, T~ the serial correlation in the Y 

”@ It lS fair to say that, if the cycles in solar radiationdata at  the bottom in figure 1. A 
not significant, they are of no value in determmmg expected. There appear to be 9 

of similar data 

ignificance have no meaning. 
the tests for 

f 

of the period. 

Of testing significan 

in the n l-rzrv 
1 these data* v~..=1(.1-), where T. is the serial corre- 

CORRELATION PERIODOGRAM,  MONTHLY SOLAR CONSTANT 
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FXOURE 1. 

the correlation periodogram. The ratios shown which 
were greater than 4-1.75 were all for correlations from 
lag 75 to lag SO. If we were willing. to.say, on the basis 
of comparison with the expected dlstribution, that the 
correlation at  lag 77, which is the highest value found, is 
significapt, would we be justified in saying that there is a 
periodicity of 77 months in the solar constant? It has 
been at  least implied in the ljterature t.hat, sjnce-we are 
dealing with 103 pairs of observations, the signecance 
de Fndent. on this many cases can be transferred- rnto 8 

there are only two periods of this length .and a small 
part of a third. As far as the periodicity itself JS con- 
cerned, even if the correlation were perfect, there me 

fee P mg of confidence in the period ns such. But, In fact, 
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only 2 cases, not 103, and inferences must be made ac- 
cordingly. 

The second method suggested to overcome serial cor- 
relation is differencing. First differences were taken and 
the correlation periodogram method applied to them. 
If a periodicity exists, that is, if the data tend to repeat 
after a certain interval, the first differences will also repeat 
to the same extent. The serial correlation in the first 
differences is -0.19. The periodogram, shown in figure 2. 
i? entirely different, with the highest value only 0.27 at a 
lag of ten months. One of the criteria in a correlation 
periodogram is that there shall be high coefficients a t  all 
multiples of an apparent period. It is obvious that this 
is not the case here. The distribution of the coefficients 
is approximately that expected by chance, only slightly 
larger frequencies at the extremes. 

Finally, an attempt was made to take series in random 
order and to inject an amount of serial correlation ap- 

FIRST DIFFERENCES.-MONTHLY SOLAR CONSTANT. t 920-34 
LAG (MONTHS) 
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proximately the same as that in ;the solar constant series 
being studied. In  order to retam as nearly as possible 
the same original frequency distribution, the 180 depar- 
tures from the mean of the solar constant were used. 
They were put in random order with the aid of Tippett’s 
numbers. Then, sqrial correlation was introduced by 
taking 8, simple movmg average. The correlations shown 
in figure 3, at the first 12 lags are as close to the original 
as can be expected. In  each case, the coefficient becomes 
negative s t  lag 13. There are at  least minor peaks at 
26, 52,. and 81 months, approximately multiples of 26, 
indicatlng a “true” periodicity of 26 months. Or, if we 
are loqking for high coefficients instead of regular peaks, 
there 1s a period of 99 months, with a lag correlation of 
+0.46, from 81 p a h .  The standard error, as usually 
applied is $0.09, giving a ratio of 5.23 for T / Q ~ .  Such a 
ratio will occur, due to chance, only once in 10 million 
times. We can even afford to remember that it was 
picked as the largest out of 100 correlations and say that 
the chance probability is in 100,000. However, using 
Bartlett’s estimate- of vltplmce, the correlation of 0.46 
is only 1.68 times its adjusted standard error, an event 
to be expected at least once in the hundred coefficients 
calculated. Since we know that there are no real periods 
in these random data, we expect. approximately a chance 
distribution of the ratios of coefficient t? adjusted standard 
error, Even the high peak a t  -0.5 is mthin the limits 
of sampling errors of 90 coeficients. 

* I  
Thus it has been shown by taking into account the s s fB  

correlation, and applying three methods of overtodg 
errors due to it, that periodicities which appear tw 
sample of data cannot be expected to persist, and ’re 

of 
There. i!, however, a more obvious test of the va$iee 

periodicities in forecasting the solar constant. 

CORRELATION PERIODOGRAM. RANDOM VALUES 

therefore of no use in forecasting.’ 

LAG (MONTHS 1 
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1-32 
predictions on this basis have been published, for lg:+oD 
(31, 1933-34 (a), and 1935-37 (1). Data for COIN’ 1936 
were available from January 1931 to September iotod 
inclusive. The comelation coefficient between P$$,ow 
and observed values is 0.05. This measures od{o-raoptb 
tions about the means and shows that month- 

FIQURE 3. 

.ne1 
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8 8  
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.___._ 

’ p t i o n s  at least were not forecast correctly. In  order 
test in another way the utility of the forecasts, the 

average difference between forecast and observed W ~ S  
CouPared with the average deviation from the general 

of‘ the previous years, both being taken mthout 
regard to sign. The avzrage error of forecasts is 9.25; 
the average enor if the “normal” had been used as a 

h e r e ,  then, did these periodicities come from? The 
used by Abbot to obtain their periods and ampli- 

tudef31f3 SO often used inmeteorologicaldata thatit warrants yQe attention. The data are arranged in a table wlth the 
@‘gth of each row equal to the trial period. The columns 

averaged and one-half the difference between the 
ghest and lowest averages is taken.as the amplitude. 

T‘al Penods having large amplitudes are considered rea!. 
‘he following table gives the period length and ampb- 

tude \ as determined by Abbot: 

is 5.39, 

R 

__- 

1.20 
1.04 
.70 
1.22 
1.37 
1.17 
.85 

.91 
-- 

&It is evident that, in general, the longer the period the 
@ater the amplitude, except in the case of the 23-year 

This nonsinusoidal “period” of 23 years, deter- Fed by 15 yea.rs of data, will not be considered. The 
CndencY for longer periods to have larger amplitudes has 
’ 9 noted by some investigators of meteorological periodi- 

?::,.and been given as a sort of physical law. Let US 
Into the real reason for this. Considering the 180 

‘Onthl values of the solar-constant, we can determine the 
Probabc amplitude to be expected by chance for periods, 

Of 12 and 60 months. In  the former, the data will be 
The standard 

error “f the mean is -, where n is the number of rows 
in 12 columns of 15 items each. 

s. D. 

Pect 1115 yth a amplitude of about 3.8 units. Now, 
a 60-month period we have 60 columns of only 3 

?‘Qs each. The standard error of the mean of a column h 8. 65 
63 4.99. This standard error is not only larger, but 

Gb0 60 instead of 12 means from which to choose 
hde,,a$d a low value. The expected maximum ampli- 

ST chance, is about 12.3. It is no wonder that 
‘Qplltudes determined in this way are greater for long 6Pds than for short ones. It 1s due, however, to a 

in the method, not to a physical law. 

\e 

TABLE 1 

8olar Random Solar 
‘‘.~onth constant data constant 

Period -- __ 11-month 

1 

Random 
data 

_.I_ _ _ _ _ _ - - - - -  - - - - - -  

I-l- 347 1 23 --” 
, -  I :97 1 :j I I:!: 11 Average _ _ _ _ _ _  _ _ _ _ _ _  1.05 

ph the remains the question of change in phase. 
lnonth Period has R, fairlv hiPh amditude and 

Since 
since 

there are 16 samples of it in the series, it was. studied in 
some detail. Each 11 months was fitted to a sme curve of 
that length. The amplitudes and phases are gven in 
table 1. Since there are large variations in the standard 
deviations for the different periods, amplitudes have been 
expressed as ratios of the standard deviation.. 

The phase of a sine curve fitted to 11 pomts will not 
differ greatly from that determined from the peals. of 
smoothed values. There is no regular variation, nor 
consistent phase during an 11-year sunspot period, as has 
been suggested. The random series with serial correla- 
tion was subjected to the same treatment. Since we 
picked tlie best example of short period from the solar- 
constant data, it might have been more comparable to 
follow the same procedure with the random series. In  
order to avoid differences arising from the influence of 
serial correlation in short periods, however, 11 months 

was used in this case also. The averages of ,R U are 1.05 

and 0.94 for solar-constant and random data, respectively, 
not a significant difference. 

T E M P E R A T U R E  P A T T E R N S  

The balance of this paper will be devoted to a study of 
the asserted effect on the course of temperature of daily 
solar-constant changes. Publication of evidence in sup- 
port of this hypothesis was begun in 1932 (5) and continued 
in 1936 (6). The latter has been used, since, if there are 
any essential differences, it may be assumed to be more 
reliable as representing more years of work on the subject. 
For tlie most part tlie study has been confined to 2 
months, April and August, and to Washington, D. C., 
temperatures. These were not picked out as being either 
the best or worst examples. 

Four criteria were set up by Abbot (6) for testing this 
hypothesis. They are perhaps sufficient for our purpose. 

1. Since opposite causes generally produce opposite effects, 
whatever curves may represent the average courses of the tempcr- 
ature departures following rising solar sequences, they should be 
opposite, as the right hand is to the left, to the average curves 
representing the after effects of falling solar sequences. 

2. Since greater causes generally produce larger effects, excep- 
tionally wide ranges of solar variation should be associated with 
larger temperature ranges than the average of all the cmes. 

3. Since similar causes generally produce similar effects, the aver- 
age results found in the years 1924 to 1930 should closely resemble 
in phases, though not necessarily in amplitudes, the average results 
found in the years 1931 to 1935. 

4. Since the sun shines on the whole earth, temperature effects 
which fulfill criteria 1, 2, 3 should be found at all stations. 

Abbot’s general plan was as follows. Since single day’s 
observations are subject to some error, (6) “It is only by 
a well-supported series of quite a number of successlye 
days’ values of high apparent reliability, trendmg steadily 
in a given direction, that we may be well assured that a 
renl indication of solar change is before us.” From plotted 
values, zero dates of rising and falling sequences of solar 
change were chosen. Temperature departures from no:- 
mal at  Washing!on, D. C., Helena, Mont., and St. Louis 
for 17 days begmning with the zero date were tabulated 
and averaged separately for each station for each calendar 
month for rising and for falling solar values. To test 
criterioii.2,. a case was given in which lar e and small 

ature sequences compared. Average results for 1924-30 
and 1931-35 were separated and compared to test the 
continulty of the supposed relationship, as stated in 
criterion 3. 

solar variations were segregated and the resu 7 ting temper- 
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Since all conclusions are based on the determination of 

the zero dates of rising or falling solar-constant values, it is 
important to see how these were chosen in the 2 months 
studied. Volume V of the Annals of the Astrophysical 
Observatory gives daily values a t  Montezuma, Chile, 
from 1924 and 1925, and preferred solar-constants, “the 
most probable daily values” from 1926-30, inclusive. 
The office of the Astroph sics1 Observatory supplied 

from Montezuma from 
1931-35, inclusive. Abbot’s study was based on Monte- 
April and August daily vaues 9 

DAILY SOLAR-CONSTANT VALUES SHOWING ZERO 
DATES OF RISING AND FALLING SEQUENCES AS 

GIVEN BY ABBOT,  APRIL 1924.27 
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FIOUBE 4. 

DAILY SOLAR-CONSTANT VALUES SHOWING ZERO 
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GIVEN BYABBOT,APRlL 1928-31 
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euma values alone, but I chose the preferred values where 
they were available on two considerations. (1) These 
Were compiled by the Smithsonian Institution as “the 
best evidence of the four stations as to the real variation 
of the sun.” (2) There should be only small differences, 
since ( uoting from the Annals) “We have reduced the 
values 4 rom other stations to agree as closely as possible 
with the Montezuma scale. When a Moutezuma value 
appearing to be normal in the march ?f values is available, 
we have given i t  greatly reponderating weight whatever 
other stations mlght in 8 icate.” These are given with 

grades, S, S-, U+ and U, from satisfactory to unSatls’ 
factory. U+ and U are indicated in figures 4-6; Other 
values are S or S- Where no value was recorded! the 
points are connected with a dashed line. Arrow?, P. of upwFrd or downward, show the dates of begpnmg a4 
signficant rises or falls respectively of solar radlatlonr 
chosen by Abbot. 

On April 9, 1925, an ascending sequence is supposed 
begin. No values were published for either the 9!$6, 
10th and the 11th is below the 8th. April 17, are ascendmg sequence. Actually, the 18th and 19th 
the same as the 17th and on the 20th, the value 1s low% 
Other questionable cases are: April 2, 8, 23, 1927; A$3, 
5, 1928; A p d  2, 1929; April 9 and 14, 1930; APr’ 

0d by 1931, and April 24, 1934. 
These dates, given in (6) table I, have been check they 

comparison with figure I of the same paper in whlCbfisb 
are indicated graphically, and by reproducing the 

ointed 
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dsf 
ington temperature averages. Differences of On’ 8’ 
would not be. so unportant if a general trend of to@$$$ 
ture were being considered, but since we are GOrnp 
patterns, a shift of, one day introduces serious error’ nd 

Out of 3 3  cases glven for. April, errors have been fO$]~O# 
dates assigned to 11. A sunilar analysis of August 
shows 12 out of 30 to be in error. 

Criqerion 2 suggests bhat the effect of 1ar&Te&ur0 
vanations should be associated with larger temp iaUY 
variations. In  illustration of this, 2 cases .of espec’ 
large rises and 3 of large decreases, in April Were $$ 
compared with the mean of 9 and 11, respectively. h 
1% first, the large increases, their zero dates >re i$b 

6; 1926, and April 23, 1927. 

point is 0.001 g. callcm.2) in 2 days. 
decreases the first day to the preferred value for tb$ 20; 
No Montezuma value was given for this day. ?’ st& 
to find examples of more significant increases ; for ”t )ofis ’ 
beginning April 15, 1925, or April 9, 1926, wbcht a of tbB 

@l@ 

One of these begins 

The other 
almost unsatisfactory value and rises 23 pomt s (wh“’”y 

have satlsfactory values a t  the terminal points - A  increase. YJ 
Tho “e?ceptionally large” decreases begin on Bpr’iS 

1925, April 15, 1926, and April 30, 1926. The firs:@ 
decrease of only 13 points in 2 days; the second &Toes 
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12 
dec,hts 2 days, from a U+ value and the third only 

11 points in 1 day before it is interrupted by an '4~0as0, 
h O ? h  that this important subject should be treated 

I have made an attempt to compare 
soIar!ton temperatures subse uent to large and small 
of 
k choOslng zero dates was as follows: U or U-/- values $@ not considered a t  either end of the change, but if '' Occurred as intermediate points, were given full 
?%ht Large changes are those of a t  least 15 points in 
Or daSS  or 10 in 4 or more days. Small changes are a t  ?t lo Points in 1 day, 8 in 2 or 3 days, or 5 in 4 or more 4"' In determining these no interval was considered 

@" the changes were not all in the same direction. As 2 case in the paper considered above, actual dep-art- 
@ Of Values from the generd mean was not taken into 
Th 

f ~ u p ~ ~ ~ ~  ?re two ways of testing the temperature depy- 
th ' pust, their distributions may be compared wlth 

to be expected from chance sampling. For thls 
Of t p @ ,  I have plotted the average departures in terms 

From 
random selection of dates, we may expect about 

Qrropor, Of 20 averages to be greater than tmce its standard 
I t  can readily be seen that this robability is not 

Nor are variations genera fi y greater after 
'?.US large sol ar changes. t test may be made by comparing the tempera- 

"@ BuctUttions following rising and falling solar-con- :pt va!ues. It is obvious that there is little evidence 
fOll~pPosltion. The correlations between temperatures fo\$Fd z:i ascending and descending values are 4- 0.10 

-0.05 €or August both msignificant. 
%ht be said that a correiation coefficient does not 

,the entire 8 imilarity or difference between such ' its calculation is based on departures frpm 
ser!e~ mean. If the mean temperatures after nsing 

'gdenfollmg solar constants dieered, this mould not be 
Therefore, the dif- $F between means were calculated, and are 0.13 

?'he degrees for April and August, respectively. 
'4d. st?ndard errors of these differences are 0.52 and 0.45, 

that neither is significant. 
'Qultam'y be of interest a t  this point to see how the 
1 g 3 ~ . 3 ~ ~ P m e  for two separate periods, 1924-29 and 
'Qd * In order to use as many cases as po?sible, large 
Tor sQall 8ohr values for each case were combmed, agf1111, '%$$ a?d August. The correlation corfficient be- 
%r ' sbgton temperature sequences following rising 

ConstRnte in April, for tho two 6-yet-i~ periods is 

E' 

'%stant changes, chosen o 1 jectively. The method 

accoht. 

P l - 9  

@ Standard errors of their means in figure 7. 

account of in the coefficient. 

r=-0.44; for falling solar constants, r=-0.02; in 
August, increasing solar values, r= +0.36; decreasing, 
r=+O.39. Each of these was computed from 17 pairs- 
the zero day and 16 following days. The criterion that 
the average results should be similar, tha.t is, that the 
correlations should be positive and significant, is defi- 
nitely not fulfilled. Three of the coefficients seem rather 
high numerically. This is due, probably, to the serial 
correlation in daily temperature departures, which re- 
duces the effective number of pairs in the calculation. 
Thus, in 17 days, there may be only, say, three or four 
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observations which are really independent. It is not at 
all improbable that we should get by chance the high 
numerical values of the correlat.ion which we observed. 

Thus, the analysis shows that the data fail to fulfill 
any of the criteria set up. No doubt, if enough tempera- 
ture records were examined, a few, purely by chance, 
would be found to support, the hypothesy, but the evidence 
here indicates that there is no real relationship of the type 
investigated. 

BElFBRINCPIR 

(1) Abbot, C. G., Smiths. Misc. Coll., Vol. 94, No. 10 (1936). 
(2) Bartlett, M. S., Journal Roy. Stat. Society, Vol. 98 (1935). 
(3) Abbot, C. G., Smiths. Misc. Coll., Vol. 85, No. 1 (1931). 
(d) Abbot, C. G., Smiths. Misc. Coll., Vol. 89, No. 6 (1933). 
(5) SmithsonianInst., Annals of the Astrophysical Ob., Vol. V 

(6) Abbot, C. G., Smiths. Misc. Coll., Vol. 05, No. 12 (1936). 
(1932). 



REVIEW OF H. H. CLAYTON ON LONG-RANGE WEATHER CHANGES AND METH ODs 
OF FORECASTING 

By HUBD C. WXLLETT 

Clayton ~usnmarizes his method. of long-range weather 
forecasting ut the followmg five poults: 

1. The analysis of weather phenomena into pukes, wavw, or 
periods of different length; this is done for each station in a network 
of stations, and the latest values plotted on maps. From a suc- 
cession of such maps the movements of ares9 of excess and deficiency 
can be followed and their future position anticipated. 

2. Correlation of the meteorological pulses or waves with solar 
radiation pulses or waves found in the same way. 

3. Projection of these waves ahead into the future, using for 
this purpose the mean length of the solar periods determined by 
esperience and calculations. 

4. Reading from each of the curves so projected ahead the value 
of some particular time or epoch desired, and summing the different 
vaIues thus obtained. 

5. The process described in (3) is done for a network of stations, 
the sums are plotted on maps and lines of equal value &awn. 
These maps then become a forecast for the area covered. 

1. T H E  ANALYSIS OF WEATHER PHENOMENA INTO PERIODS 

In the smoothing of his data and their analysis into 
periods of different length, Clayton has made use prin- 
cipally of the methods of moving averages and of harmonic 
smoothing. He has experimented with n number of pro- 
cedures in harmonic smoothing and with weighted and 
unweighted moving averages involving a wide range in 
the terms used. He has come to the conclusion that the 
harmonic smoothing methods are best suited to the data 
witlh which he is working, so that he has come to depend 
upon them almost exclusively. He points out, however, 
that for the irregular type of meteorological period which 
he is investigating it is impossible to use mean values for 
each term of the period (i. e., means of the terms at the 
same points in a number of periods to  give an avemge 
period), but that it is necessa to compute sine and come 
functions for each individua ’9 period separately so that 
its variations can be followed. He says “The ty e of 

Let lo, ll,+lz . . . . 1,* be observed values which are asso- 
ciated wlth equidistant values of some argument, say 
time; .then the single periodic terms, namely, coefficients 
of a sme curve drawn through the observations, may be 
represented by the trigonometric formula: 

L=&+Al cos 4+Bl sin 4 
in which 

hnrmonic formula used for this purpose is as folows: P 

Zl Ro=- n 
zl cos 4 

112 n 
A, = 

21 sin 4 I?*=------ I/;! n 

L t a *  e B1 

1 Monthly Weather Revlew, vol. 04, p. 859 (1088). 

360’ +-- 
n 

d@ 
The positive and negative weighting does, in fact, ”’ptB$ 

apparent periodicities of a length equal to or slightly e2$&PTo 
the number of terms involved. They are subject to 
phase” without regard to the nature of the original do’ 
illustrate the effect of Clayton’s method, I took 4 serie$r$$ 
numbers, using Tippetts’ tables as a code for normal 
but entirely unrelated a8 to sequence. I treated eacb Of 
with Clayton’s 12-term method. The results in graphloal foT@f 
shown in figure 1. It is interesting to note the ageemeD$,$@rS’ 
D, even in the long interval where a “change of phase t*e 
These were not picked as the best of a large number, bU\$$;$ 
only ones tried. In view of this, his apparent rsgreeme” ae$ed 
solar radiation values and pressures (fig. 2, below) seem8 to o 
far short of convincing. Incidentdly, he probably bad @ @”‘ 
facto? to increase the smoothness of his curves in the Beris1 co 
tion in monthly values. b@ 

Clayton considers the variations of pressure to be 
among the meteorological elements. He finds th?t,v%op 
tions m temperature and to some extent also prec1p’t5Tb0 
are fairly well correlated with those of ressure’ @pQt 
correspondence between the behavior of! the :$$$ 
meteorological elements is brought out h the 
way: The records of the departure from pO%’$of$ 

each one of a. number of stations in a gIvOnblisbe$ for pressure are analyzed over an extended peflod 
of soon .as a penod of oscillation has been est@ 

the @veri area the value of the departure from. <bobo” f 
the pressyre at each station at any arbitran’y t o  
pomt of time may be plotted on a map. Tbeept$ Of 
tip? chosen will normally bo one of a m@5rtfl’i 
rmnlmupl of the oscillation of the pressure dePp,bBv 
When hnes of equal positive or negative deP@tdJ91t,ive Of 
been drawn on the map, centers of m a x h u a  p t b , t ~ $ $  

’ In comm0ntIng on this aper, Mr. OIayton o b j w d  the ImPlim’OD @f&’ 
Eodes, smoothed by his mekod, could be redly correlated. He fa ~~${$oof$$$ 
therela no true correlation between the parent populations of random 
by his method. There b, however, 8 greater robability of getting 8 aone~efld$@f@’s’ 

It may be minted out that this diflerenoe in probability la the eQ9encB Of 
tlon problem in time series. o&d obob@’? 

this report WBB written Dr. T. E. Bterne of the Harvard Astron I@ to ode’ 
obtalned very slmllar e&rely Independent resulta, uIIn$$?$hiug 

mdom aorfes. He found the same tendency toward w m e n t  

size in the smoothed data than fn a aample ofthe same size In the origin’ 8srl $otQfi’ 

8ft.w moothing by the bwmouio method.-L. F. P. 
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negative departure may be located. Clayton c d s  the Fas of positive pressure daparture baropleions and those 
t nogatwe departure baromeions. When they are de- 
t:mined for temperature in the same way they are refcrred 

thermopleions, and for precipitation they are called 
~~LroP1eions. If such pleions and meions are plotted for 
th@ and minimum points in the pressure periods, 
d en show the complete oscillation of the pressure 
$tar!we from normal for the given period. The ther- 

P1eions and ombropleions may be prepared for the 
Periods and the location and iatensities of the 

and meions compared with the correspondmg 
’ aroP1elons and meions. In  this way the correspondence 
In the Periodic behavior of the different meteorological 

is established, and on this correspondence may 4Fd ths forecasting of the elements of temperature - precipitation. 
b ‘Owever, as might be expected, the correspondenco 
b@t\pe?n the baropleions and the thermopleions and om- 
$p’eions is not at  all rigid . In  the United States 
d finds that in general areas of positive pressure 
@Partwe are associated with areas of negative departure “ temP@rature m d  precipitation from the normal, and 

’lee ’@&a. But the respective pleions are by no means 
2.0 

I 

I I I I I I I 

IO 15 20 25  30 35 4 0  45  49  

4QwaE ‘*-Three-term running mean of 12-term harmonic smoothing of random 
numbers, four separate series. 

?pdent,  nqr is there any very close correspondence in 
Qtemlties. Consequently, although m a general 

t;J’ the correct forecasting of baropleions may be usod 
QZdlcate the expected sign of the departures from nor- 
the :f teplperature and precipitation, the forecastw of 

*de of such departures is o en to questlon and baud s%? of the departure will \e uncertain in all 9 regions. Thus it appears that even !f the basic d~~p le lons  and meions represent real oscillations 1l1 the 
can be reliably predicted, their prediction stdl 

good deal to be desired as a basis for the forecast- 
Pr the departures from normal of temperature and 
Qppitation. As will be pointed out under (5) below, 

Prtfers to compute the future baro-, thermo-, 
~ < ~ ~ ~ r o -  Pleions and meions independently and then 

Clayton oh t s  out, the pressure oscillations :qs:F normal &ich are found by analysis are by. no 
a regularity which permits an accurate projec- 

PO‘‘ Q ~ P  the future . The pressure periods on whch the 
asoP1eions and meions dep end are found to be somewhat Pgular both in len th and am litude, and occasion$ly 

%&ydergO 8 compyete reversnPof phase. But referrmg 
“Qe ’ Page’s remarks, we are reminded that there is 

question as to whether those eriods have any ‘e41ty at 
or are only imposed by 8hyton’s smooth- 

ton 

But em one against the other. 

ing method. If this is accepted as the complete explana- 
tion of the periods found by Clayton, then Of course the 
meions and pleions lose all forecasting significance. As 
Page states: 

This probably explains why the centers of action [meions and 
pleions] move irregularly * * * they have no physical basis, 
but are the chance reactions of geographically correlated series 
responding to harmonic smoothing in much the same way as ran- 
dom numbere would. The geographical correlation explains the 
gradual change in phase from one region to another. 
i. e., the fact that a well-ordered system of meions and 
pleions is obtained. The question of the reahty of Clay- 
ton’s periods cannot be determined finally without further 
statistical investigation, but the fact must not be lost 
sight of that the entire statistical basis for his forecest 
method is open to serious question. Because of the ir- 
regularity in the behavior of h s  baropleion and baro- 
meion systems Clayton was convinced of the necessity of 
finding some controlling factor whlch would explm .these 
pressure oscillations sufficieqtly t? serve as. a basis for 
forecast+g them. It was m this connectlqn that he 
became interested in the study of the variations of the 
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FIQUBE 2.-Eloven-month porlod In solar radiation and prossure. 

solar constant which he found-to have a close connection 
with the meteorological periodicities. 

2. T H E  CORRELATION OF METEOROLOQICAL A N D  SOLAR 
RADIATION PERIODS 

Clayton has investigated at length, by various methods 
of analysis, principal1 the harmonic, the occurrence of 

As a result of much experiment he has concluded that 
the double sunspot period of 22.5 years is the most suc- 
cessful basic period of analysis for solar data, more suc- 
cessful than the 11-year sunspot period. Fractions of 
the former period, X, X ,  .%, %, yB, )is, e tc ,  can be used 
successfully in the analysis of solar data. An 11-month 
period (Xd) is found to be especially well pronounced, 
while periods even as short as 10 days are found to be 
useful. Of course, his statistical smoothing method is 
open to the same criticism in the case of the solar data 
as in that of the meteorological data. 

Clayton finds a correspondence between oscillations 
about the normal of the meteorological elements, especially 
pressure, and the principal periodic variations of the so!ar 
constant. The reality of this correspondence remaus 
open to doubt, (See Page’s remarks.) HOwoVW, this 
correspondence is by no means direct and simple. In 

periodicities 111 the so s ar constant and sunspot activity. 
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and some localities the apparent baropleions are .found to be difference between pressure departure oscillation? tbe 

exactly in phase with the solar constant penod, in other those of the solar constant seems to correspoTd la 
localities the two sets of oscillations aye found to be just first place to an immediate reaction in the earth S at:$ 
opposite in phase, and in intermediate regions inter- phere at low latitudes to the changes in the solar 

FIGIJBE &-Departure of pressure at time of maximum of ~olar KadlatiOn in 11-mouth period, In units of 0.01 millmoter. 

FIGURE l.-Departuro of pressure at time of minlmum of solar radtstlon In 11-month pedod, ~n units of 0.01 mubetor. 
Bod mediate relationships are found. Furthermore the phase stant, a reaction which is radually propWP$$es, to tlop ?d 

relationship usually shows a tendency to progressive hence appears delayed in p fl ase a t  higher latGs re&ossd 
changcr at one and the same station. Such changes are 
especidly well pronounced in the case of the 11-month both thermally and barometrically over contioe:o be 
cycle Clayton shows, in a general way, that this phase over oceanic areas. In other words, what appears 

in the second place to the opposite sense of tal 
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fJgect of changes in the solar constant is a slight change 
of the centers of 

Qantu and by continental influences. These effects 
first a t  low latitudes and move slowly northward. 

The amplitudes of the pressure oscillations, or the magni- 
Of the baropleions and meions with which Clayton 

Is dealing in this particular discussion, appear a t  first 
:bsemati~n to be very small to be made the basis of any 
Orecast of the principal departures from normal of 

tQp@r%ture and precipitation. The intensity of the 
Pp le ions  and meions which he discussed in the 11- 
ocnth Period and which as a rule cover the greater part 

an Ocean or continent in their horizontal extent is in 
general only 1 millimeter or less. (See figs. 3 and 4.) 

the Positions or relative intensit 
of the general circulation whic z are conditioned by 

a. 
PROJECTION OF SOLAR AND METEOROLOGICAL 

PERIODS INTO THE FUTURE 

thThe advantage of correlating the oscillations abqut 
the of the meteorological elements directly with 

* @ Varletions of the solar constant lies in the fact that, 
8Qc? the solar constant varhtions are more regular and 
?&C$ble than the meteorological, insofar as any rela- 
OnShP can be established between the two, the more 

solar constant variations can be made a basis 
*Or the extrapolation of the meteorological penods mto 
the future Clayton’s referred method of procedure a t  
! ~ ~ ~ f ~ ~ ~ & ; a  as folows: P In  the fist place a long 

tions of the solar constant are smoothed 
up to !he latest available data. The smoothing is carried 2 b t h  different numbers of terms to bring out d l  the 

%@d principal periods in this quantity, although it 
3 9 s  to be proved whether these periods are “brought 
t b  Or “produced” by the analysis. Then the depar- 
8b: from normal of the meteorological elements, pr?s- 

2 temperature and rainfall, are taken at a defiwte 
8tat10n for the same time interval as the solar constant 

The departures of each of these elements are 
‘eparately and smoothed for each of the periods for ’“‘ the solar constant data were smoothed. Then 

each smoothed curve of each meteorological element is 
3 3 o s e d  on the smoothed curve of corresponding 

Of the solar constant, In  this way the periods 
Of Oath ?f the meteorolo ical elements at a giym staFion 

bec t ly  comparei with the correspondmg periods 
constant so trhat the correspondence between the Since each of the 

iods can be pro‘ected with a fair degree 
PO ‘?aarity one or two perio d s into the future it 1s 
:’Q constant per 

sslble to extrapolate each of the period curves of each $2“ meteorological elements a correspoydin 
Co: the future by assuming that the relations p to the 
‘21 esponding solar curve undergoes no marked change. 
h ‘iton Points out that in genera,] this assumption will 2’ one or two periods, but occasionally there appears 

‘eversd of phase in the re lationship between tho two 
that the extrapolated meteorological curve kiQes W t e  erroneous. However, his forecast proce- 

for the extrapolation of each of the smoothed 
Of !he departures from normal of each of tho 

eteorolo@cal elements. But it is evident that there 
e cases in which this extrapolation becomes >t b 

d rnUch a matter of imagination, cases which un- 
boUbbgd1J’ must frequently occur when the relationship 
“4 th the smoothed c w e  of the meteorological data 
%nt e smoothed curve of the solar con- 
ph data must be rather nebulous, to say tho least. 

ere are many cases, however, where the correspondence 

@ 

is represented grapllically. 

%idistance 

between the two sets of curves appears to be surprisingly 
good. I express this skepticism of the consistency of the 
agreement of the meteorological curves w!th the solar 
curves in the first place because the entire statistical 
basis of his period determination is open to question, in 
the second place because even if the periods are found 
to be real i t  is difficult for me to believe that variation 
of the solar constant constitutes the only important 
factor which determines the departures from normal 
represented by even the longer period meteorological 
oscillations, and in the third place because if even this 
also were true, the effect in many cases would doubtless 
be so involved and indirect t’hat-a direct comparison of 
the two sets of curves inevitably must be indecisive and 
confusing. h4eteorological relationships are always com- 
plex. It is to be assumed that the curves chosen by 
Clayton for illustration of this agreement are some of the 
best which he has obtained rather than any of the poorer 
ones. (See fig. 2.) 

4. THE SUMMING O F  THE PltOJECTED VALUES OF THE 
DEPARTURE FROM NORMAL OF EACH Xf ETEOROLOGICAL 
ELEMENT AT A GIVEN TIME OR EPOCH 

Evidently the next step in the preparation of the fore- 
cast of the future trend of each of the meteorological ele- 
ments a t  the chosen station must be the summing up of 
the departure from normal as given by the extrapolation 
of etmh of the different smoothed curves. That is, the 
value of the departure from normal Of the prossure, tem- 
perature, or precipitation a t  the given station at any 
given instant of time in the future is obtamed by adding 
the departures from normal indicated for that particular 
point m time on each of the extrapolated curves for the 
particular element in question. It is evident that a fore- 
cast prepared in this way will have n real basis only 
insofar as (a) the basic periods found by the smoothing of 
the data are real, ( b )  the projection into the future of each 
of the different periods into which the.variations of the 
solar constant can be analyzed is justified, and ( c )  the 
oscillations in the departures from normal of the indi- 
vidual meteorological .elements are definite1 correlated 

variations are analyzed. The uncertainty of the first of 
these assumptions has been indicated above. The second 
of these assumptions is reaso.nably justified if the first one 
holds, but the third assumption would appear rather weak 
for the reasons given at the end of thc last paragraph. 
The final justification of the whole method must depend 
upon the extent to which the Iorecnsts verify. 

with the different periods mto whlch the so 9 nr constant 

5. THE PRHPARATION O F  MAPB FOR REGlONAL FORECASTS 

The process just described for a single station can be 
carried out. for any number of statipns. The analysis of 
the solar constant data need be carried out only om?, but 
the analysis of the pressure, temperature, and precipita- 
tion departures into the corresponding periods must be 
carried out separately for each station. In  this maFer ,  
the departure from normal of each of the meteorological 
elements at a given instant of time or a t  a given point in a 
period of oscillation may be computed for as m-my st&- 
tions as desired and over as large an area as deslred. If 
these syrichroiious vnlues of the departures from normal 
?f each of the meteorological elements are plotted on maps, 
lines of equal tiepn.rture may then be drawn, and 90 a 
regional forecast map of the area concerned has been pre- 
pared. Such a map will represent the plelons a?d melons 
of the different meteorological elements for a given day, 
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week, month, season, or year in the future, depending upon 
the time unit in which the departures from normal of the 
observational data were expressed. When the baro- 
pleions, thermopleions, and ombropleions have been 
determuaed independently in this manner, it is advan- 
tageous to compare them one with anothor and to ‘udge 
them critically from the point of view of their mutua i con- 
sistenc as determined by experience. I t  was pointed out 
a t  the teginning of this discussion that the baropleions are 
considered bv Clayton to be more basic than the others in 

of 
that a 50 percent probability might be expected by chmce*bere 
these 75, where no uncertainty of interpretation could oCOUr, 
were 38, or 50.6 percent correct. Of the 11 other temperatuiioeot 
precipitation forecasts, 5 may be considered to have a 50 p 
probability by chance, 2 have 33 percent, 1 other has someWb$8uce 
than 50 percent and 3 have considerably above 50 percent UIlljng 
of being right, so there is probably no appreciable error in @ The 
an average of 50 percent probability for all 86 forecasts- 
results are: 

Number I otiore 
this rnethodlof forecasting. If the pleions and meions of 
the three elements arq in reasonable agreement one with 
another in the manner in which exDerience has shown them PrecGtation. :::::::II::::::: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -________-_-______-_- - - - - -  Tern raturo- 

Total _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _  ___-__-_________-___ to be related, then the general foiecast can be considered 
as having been checked and double checked, but if they 
are in marlcftd disagreement, the forecast must be con- 
sidered as bemg less satisfactory. In  that case the logical 
procedure must be to modify the indicated future ther- 
mopleions and ombropleions to bring them into better 
agreement with the baropleions. 

T H E  VERIFICATION OF CLAYTON’S FORECASTS 

As is inevitable in the present state of long-range 
weather forecasting, the vescat ion of Clayton’s long- 
range forecasts is far from satisfactory. The justification 
of his whole system, however, must depend on whether the 
verification of his forecasts is better than might be 
expected by pure chance. The following. verifications 
were made by Page, using five quarterly forecasts in 1936 
and 1937. Unfortunately shorter range forecasts made 
by Clayton were not available for veri€ication. Page’s 
explanation follows: 

State averages weighted by areaa were used where forecasts were 
made for complete calendar months. Where months were divided 
temperature verifications were based on all first order stations in 
the region and rainfall was computed from all stations, including 
cooperative reporters. 

Most of the forecasts were for either above or below normal, so 

Other forecasts are as follows: The 
A. Cold waves.-These included 1 ,  2, or 3 consecutive dsys* @@ 

probability on the basis of t h s  1936-37 winter for which the foi$p$ 
were made was near 50 percent that  a storm would be SOD6 
in the region in any 2-day interval. The results showed 
out of 11.3 

€3. Fro$ts.-These are very general and the probabiEtYAtlB&0 
For instance, a “general” frost was forecast in the North very 
and East Lake Region by the middle of October. 
likely, whereas the forecast of “possible” frosts in the c O ~ & b j b ~ ~  
in late September or early October has a much smaller Pr 

c. River conditions.-Here again the probabilities andone 5 
computed precisely. 
these was that there would not be enough rain in September le@ 
October 1936 to restore the water level and cause floods. 
August when the forecast was made. the chances of succe6’ 

This ’: 
of coming right. ot be 

Two out of three were correct, but 

qdte high. OUP *I 
Considered as a whole, it is not possible to say that this $baooe, 

forecasts gave any better results than could be obtained by ._I 
From this discussion it would appear that as zDed, 

ta practical long-range weather forecasting is conC 
Clayton’s method has little or nothing of direct due 
offer in its mesent form. 


